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ABSTRACT

Context. With the aim of understanding massive stars and their feedback in the early epochs of our Universe, the ULLYSES and XShootU
collaborations collected the biggest homogeneous dataset of high-quality hot star spectra at low metallicity. Within the rich “zoo” of massive
star stellar types, B supergiants (BSGs) represent an important connection between the main sequence and more extreme evolutionary stages.
Additionally, lying toward the cool end of the hot star regime, determining their wind properties is crucial to gauging our expectations on the
evolution and feedback of massive stars as, for instance, they are implicated in the bi-stability jump phenomenon.
Aims. Here we undertake a detailed analysis of a representative sample of 18 Small Magellanic Cloud (SMC) BSGs within the ULLYSES dataset.
Our UV and optical analysis samples early- and late-type BSGs (from B0 to B8), covering the bi-stability jump region. Our aim is to evaluate their
evolutionary status and verify what their wind properties say about the bi-stability jump in a low-metallicity environment.
Methods. We used the stellar atmosphere code CMFGEN to model the UV and optical spectra of the sample BSGs as well as photometry in
different bands. The optical range encodes photospheric properties, while the wind information resides mostly in the UV. Further, we compare our
results with different evolutionary models, with previous determinations in the literature of OB stars, and with diverging mass-loss prescriptions
at the bi-stability jump. Additionally, for the first time we provide BSG models in the SMC including X-rays.
Results. Our analysis yielded the following main results: (i) From a single-stellar evolution perspective, the evolutionary status of early BSGs
appear less clear than late BSGs, which agree reasonably well with H-shell burning models. (ii) Ultraviolet analysis shows evidence that the BSGs
contain X-rays in their atmospheres, for which we provide constraints. In general, higher X-ray luminosity (close to the standard log(LX/L) ∼ −7)
is favored for early BSGs, despite associated degeneracies. For later-type BSGs, lower values are preferred, log(LX/L) ∼ −8.5. (iii) The obtained
mass-loss rates suggest neither a jump nor an unperturbed monotonic decrease with temperature. Instead, a rather constant trend appears to happen,
which is at odds with the increase found for Galactic BSGs. (iv) The wind velocity behavior with temperature shows a sharp drop at ∼19 kK, very
similar to the bi-stability jump observed for Galactic stars.

Key words. stars: atmospheres – stars: early-type – stars: mass-loss – stars: supergiants – stars: winds, outflows

1. Introduction

Massive stars (M > 8 M⊙) are born as hot objects (earlier than
spectral type B2 V; e.g., Harmanec 1988; Hillier 2020) and are
far outnumbered by low-mass stars. However, they deeply im-
pact their surroundings and shape the galaxies’ dynamical and
chemical evolution, both due to their usually violent deaths and
to their powerful winds, energetic radiation largely emitted in the
ultraviolet (UV), and the metal-enriched material they depose
in their vicinity. Thus, understanding how these objects behave
throughout cosmic history is paramount to comprehending many
aspects of the Universe since the birth of the first stars.

Among the hot stars, B-type stars, especially supergiants,
contribute significantly to that feedback in stellar populations
younger than 50 Myr (de Mello et al. 2000). Additionally, most
B stars observed in external galaxies are B supergiants (BSGs),1
due to their usually high luminosity (e.g., Kudritzki et al. 2012).
Recently, this has reached even cosmological dimensions, as
lensed BSG candidates were inferred from spectra taken of high-

1 In general, BSG is used to refer to luminosity class I, Ib, Ia, and Iab.
However, frequently stars of classes Ia+ (hypergiants) and II (bright
giants) are conflated in the samples.

redshift objects (e.g., z ∼ 4.8 and z ∼ 6.2) using JWST (see, e.g.,
Welch et al. 2022; Furtak et al. 2024). BSGs can even be progen-
itors of supernovae (e.g., SN 1987A, Walborn et al. 1987), re-
sulting in compact objects such as neutron stars (NSs) and black
holes (BHs). Their properties and evolution are therefore a major
puzzle piece toward understanding high-mass stellar evolution
and its endpoints, which are crucial in order to properly interpret
gravitational wave events produced by BH and NS mergers (e.g.,
Abbott et al. 2016, 2017).

B supergiants play a crucial role in our understanding of line-
driven wind physics and mark an important stage among the puz-
zling diverse evolutionary paths of massive stars. BSGs lie at
the cool end of the hot stars regime, with effective temperatures
ranging from ∼30 kK down to ∼10 kK. Within this parameter
range, important and drastic changes in the wind properties (e.g.,
terminal wind velocities, clumping, and X-rays) appear to hap-
pen, especially at spectral types around B1, or temperatures of
∼22 kK (e.g., Lamers et al. 1995; Driessen et al. 2019; Berghoe-
fer et al. 1997; Petrov et al. 2014). Traditionally, these changes
are attributed to the “bi-stability phenomenon” (e.g., Pauldrach
& Puls 1990; Lamers et al. 1995; Vink et al. 1999), whose un-
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derstanding is paramount to constraining the feedback and the
evolution of these stars properly.

From a more observational perspective, such changes in-
clude a relatively sharp variation in terminal wind speed (e.g.,
Lamers et al. 1995; Markova & Puls 2008) and in the X-ray lu-
minosity (Berghoefer et al. 1997) within this temperature range.
Such drastic changes align with theoretical findings that mas-
sive stars might also experience variations in their wind struc-
ture (e.g., Driessen et al. 2019), ionization of elements (Vink
et al. 1999; Petrov et al. 2014, 2016), and a steep jump in mass-
loss rates (Pauldrach & Puls 1990; Vink et al. 1999, 2000). The
last is particularly relevant for the evolution of high-mass stars,
as different mass-loss rates can significantly change a star’s evo-
lutionary path (see, e.g., Vink et al. 2010; Renzo et al. 2017).
However, recent theoretical works challenge the existence of a
steep jump in the mass-loss rates in that region, either predicting
a mild increase (Krtička et al. 2021) or even predicting a contin-
uous decline (Björklund et al. 2023).

At solar metallicity, recent empirical studies point toward
an increase in mass-loss rates in the bi-stability region (e.g.,
Bernini-Peron et al. 2023), albeit less pronounced than predicted
by Vink et al. (1999). However, it is unclear whether and how the
bi-stability phenomenon would manifest at lower metallicities.
For instance, Evans et al. (2004b) shows that terminal wind ve-
locities (3∞) of Small Magellanic Cloud (SMC) BSGs are similar
to those from Galactic BSGs, on the hot side and and on the cool
side of the jump region, which resonates with theoretical pre-
dictions finding weak (Leitherer et al. 1992) to almost no (Vink
& Sander 2021) dependence of 3∞(Z), in particular for cooler
BSGs. When looking at mass-loss rates (Ṁ), most studies in the
literature invoke a power-law scaling of Ṁ with (Z/Z⊙) with the
most commonly employed scaling being Ṁ ∝ Z0.70 (Vink et al.
2001). However, the actual Ṁ(Z) dependence could vary signifi-
cantly depending on the temperature, luminosity, and proximity
to the Eddington limit (see, e.g., Marcolino et al. 2022; Krtička
et al. 2024, for recent studies).

For this work we analyzed a representative sample of 18
SMC BSGs across the bi-stability jump region at ∼22 kK.
To determine their stellar and wind properties, we used data
from the ULLYSES initiative and the X-Shooting ULYSSES
(XShootU) collaboration plus previous X-Shooter data from the
ESO archive. We focused particularly on deriving the stars’ ter-
minal wind velocities, mass-loss rates, clumping factors, and X-
ray properties. Additionally, with the stellar properties at hand,
we discuss the evolutionary status of the BSGs. Since the stars
are in the SMC, the distance is well-constrained, which is advan-
tageous for obtaining luminosities and masses.

For our analysis we used the non-LTE comoving-frame stel-
lar atmosphere code CMFGEN (Hillier & Miller 1998) to obtain
the stellar and wind properties. A similar approach was previ-
ously taken by Evans et al. (2004a), albeit for a smaller sample of
objects and only up to early-type BSGs. In addition to extending
the sample, in particular to the crucial regime of later-type BSGs,
we also take into account X-rays in this regime for the first
time. The outcomes of our study provide insights into the gen-
eral behavior of BSGs at low metallicity (e.g., relations between
wind and photospheric properties). Additionally, it will reduce
the necessary parameter space for follow-up studies that will ad-
dress the full ULLYSES BSGs sample. Specifically, we provide
constraints on the relative X-ray luminosity (LX/L), clumping,
and evolutionary properties.

In Sect. 2 we discuss the selection of our targets, the
XShootU data acquisition, the selection of additional archival
data, and interesting features we noticed in the spectra. We ex-
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Fig. 1. Positions of BSGs in the SMC from ULLYSES. The filled di-
amond symbols indicate the BSGs analyzed in this study, whereas the
empty diamonds indicate the remaining BSGs of the total ULLYSES
sample.

plain our analysis methods in Sect. 3 before discussing the re-
sults in Sect. 4 (stellar properties), Sect. 5 (X-rays), and Sect. 6
(wind properties). The conclusions are drawn in Sect. 7.

2. Observational data

2.1. Sample selection

In the recent final ULLYSES data release DR72 there are 30
SMC stars classified as BSGs. For this work, we performed a
pilot study of the different spectral subtypes. Thus, we selected,
whenever possible, two stars per spectral subtype as representa-
tives of the full sample. In the target selection process, the litera-
ture spectral classifications from Paper I (Vink et al. 2023) were
used, some of which have been revised (cf. Table 1) following
classification of new VLT/Xshooter observations following the
SMC B supergiant scheme of Lennon (1997) with luminosity
classes assigned using H-gamma morphologies from Galactic B
templates of Negueruela et al. (2024). In total, we cover 18 of
the 30 ULLYSES targets. A quick inspection of the optical and
UV spectra indicated that some of our targets have similar spec-
tral types and a similar spectral appearance in the optical while
showing extreme differences in the UV. This hints at important
differences in wind properties despite similar photospheric prop-
erties, underlining the importance of picking more than one tar-
get per subtype where possible. We discuss our findings on this
matter in Sect 4.

In this work, we focus only on apparently single stars. There-
fore, we exclude objects such as the known high-mass X-ray bi-
nary AzV 490 (e.g., Dickey et al. 2023) or Be/B[e] stars (namely,
AzV 261 and AzV 16). While this does not rule out the pres-
ence of so far undetected companions, we checked the existing,
partially multi-epoch, spectral data for signatures of multiplic-
ity (e.g., radial velocity variations, steps in the UV absorption
troughs, additional broad components in absorption lines) and
found no clear evidence for them in any of the targets. The full
list of our selected targets is shown in Table 1.

2 The ULLYSES dataset can be retrieved via the ULLYSES search
form: https://ullyses.stsci.edu/ullyses-download.html.
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Table 1. Sample of BSGs analyzed in this paper.

Star Alt. name Lit. sp. type Updated sp. type
AzV 235 RMC 17 B0 Iaw B0.2 Ia
AzV 215 Sk 76 BN0 Ia –
AzV 488 Sk 159 B0.5 Iaw –
AzV 104 – B0.5 Ia –
AzV 242 RMC 18 B0.7 Iaw –
AzV 266 Sk 95 B1I B0.7 Ia
AzV 264 Sk 94 B1 Ia –
AzV 210 Sk 73 B1.5 Ia –
Sk 191 WDG 1 B1.5 Ia –
AzV 78 HD 5045 B1.5 Ia+ B1 Ia+
AzV 18 Sk 13 B2 Ia B1.5 Ia
AzV 472 Sk 150 B2 Ia B1.5 Ia
AzV 187 Sk 68 B3 Ia –
AzV 362 RMC 36 B3 Ia –
AzV 22 Sk 15 B5 Ia B3 Ia
AzV 234 Sk 81 B3 Iab B2.5 Ib
Sk 179 – B6I B3II
AzV 343 Sk 111 B6 Iab B8 Iab

Notes. Literature (“lit.”) spectral types are retrieved from Vink et al.
(2023). Based on the new XShootU spectra, we provide updated spec-
tral types for several of our targets.

2.2. Sample spectra

In Fig. 1 we plot the positions of the ULLYSES BSGs in the
SMC. We assume that all the stars are to be located at a distance
of 62.45±2.61 kpc (Graczyk et al. 2020) and correct the spectra
for the radial velocities of each star in our analysis.

For the spectral analysis, we use HST UV spectra from the
ULLYSES dataset and optical spectra from the XShootU col-
laboration (Sana et al. 2024) – see, e.g., Fig. 2. The UV spec-
tra were obtained with FUSE, from 950 Å to 1190 Å, and
COS plus STIS instruments for the rest of the UV range. FUSE
operated using the LWRS grating offering a resolving power
R = ∆λ/λ ∼ 10000. COS operated in medium resolution modes,
yielding R ∼ 13000. STIS E140M and E230M modes reach
R ≳ 45000 and R ≳ 30000 respectively. The X-Shooter spectra
were taken using the UVB and VIS arms, which cover respec-
tively the range of 3100 to 5600 Å with R ∼ 8000 and 5600 Å to
10240 Å with R ∼ 11000. In Table A.2, we list for each of the
stars we analyzed the instruments that were used together with
their respective gratings and the spectra acquisition dates for the
UV and optical regions, which for most of BSGs were not ob-
tained simultaneously.

For targets that were not included in the XShootU data re-
lease (DR3), we retrieved the spectra from the ESO-Archive,
also taken with the X-Shooter spectrograph, and normalized
them by fitting the continuum manually. Some targets in our
sample show peculiar line profiles in the optical and/or UV
region. Such behavior may highlight potential binaries and/or
atypical phenomena happening in the BSGs photospheres. To
inspect eventual variability in spectral lines of such BSGs, we
further used additional archival spectra retrieved from the ESO
archive and MAST archive, which were subsequently normal-
ized using the same technique. Information on these spectra can
also be found in Table A.2. We discuss the results of our brief
variability investigation in Sect. 4.

2.3. Photometry

The UBV magnitudes were retrieved mainly from sources listed
in (Vink et al. 2023), namely: Massey (2002), Ardeberg & Mau-
rice (1977), Ardeberg (1980), and Azzopardi et al. (1975). Addi-
tionally, we included Gaia DR3 (Gaia Collaboration et al. 2022)
magnitudes (Gbp, G, and Grp). The near-infrared JHK magni-
tudes from 2MASS, also retrieved from Vink et al., are sourced
from Cutri et al. (2003) and Cioni et al. (2011). The only ex-
ception is AzV 78, whose JHK magnitudes were collected from
Bonanos et al. (2010). The far-infrared Spitzer and WISE mag-
nitudes were collected from Bonanos et al. and the AllWISE cat-
alog (Cutri et al. 2013) respectively. Each magnitude value can
be found in the appendix F, available at Zenodo3.

3. Atmospheric modeling

For the detailed analysis of our sample stars, we use CMFGEN
(Hillier & Miller 1998; Hillier et al. 2003), an open-source, non-
LTE stellar atmosphere code that solves simultaneously and con-
sistently the radiative transfer and the ionization/excitation pop-
ulation equilibrium equations. The program requires an input ve-
locity structure and atomic data, which encodes the information
about the transition levels and energies. Our atmosphere models
included H, He, C, N, O, Ne, Al, Mg, Si, S, P, Ca, Cr, Ma, Fe and
Ni, adding up to a total of more than 5 × 105 individual atomic
transitions – see Hillier et al. (2003) for details on the atomic
data sources. Our initial models were calculated with a metallic-
ity of 0.2 Z⊙ using Asplund et al. (2009) for the elements listed in
Vink et al. (2023). There is evidence for non-solar relative ratios
of individual elements for the SMC, especially carbon (C), nitro-
gen (N), and oxygen (O). However, as BSGs in general present
alterations in their CNO surface compositions (e.g., Trundle &
Lennon 2005; Crowther et al. 2006), and we individually deter-
mine the abundances of each of the CNO elements, their initial
baseline values were unimportant.

The procedure to obtain the stellar properties is similar to
Bernini-Peron et al. (2023), albeit we explore more parameters
in this work. Below, we summarize the procedure to obtain the
stellar properties, highlighting the differences to Bernini-Peron
et al.. Except for the stellar luminosity, which is determined by
the overall spectral energy distribution (SED), all the properties
were obtained via fitting specific diagnostic lines, whose strength
and shape respond well to certain stellar properties.

Given the high dimensionality, the non-linearity, the model
computation times, and the intricate cross-dependence between
the parameters in the atmosphere models, a fully automatic ap-
proach exploring a high-dimensional grid to obtain the stellar
properties and their uncertainties is computationally unfeasible.
Instead, we pick a suitable model from an existing set of mod-
els and iteratively adjust the stellar parameters to find the best
compromise to reproduce the various diagnostics, as common in
the analysis of hot stars with computation-intensive atmosphere
codes such as CMFGEN and PoWR (e.g., Crowther et al. 2006;
Martins et al. 2015; Ramachandran et al. 2019). Knowing the
reactions of the lines to changes in the parameters from a se-
quence of model calculations, the quality of the spectral fitting
is inferred from visually inspecting the different solutions (“by-
eye fit”). This is a standard procedure in quantitative spectral
analysis that has been successfully applied since the availability
of complex non-LTE atmosphere models (e.g., Hillier & Miller
1999; Trundle & Lennon 2005; Martins et al. 2015; Ramachan-
dran et al. 2019). As shown in the discussion of the different
3 https://zenodo.org/records/12700118.
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Fig. 2. UV and optical spectra used to derive stellar parameters of the
sample stars. This figure illustrates the variation in some spectral fea-
tures with the spectral type. From left to right, the columns show spec-
tral regions around Si iv λ1400, C iv λ1550, O+N+Hδ+He i+Si lines,
and Hα+C ii.

approaches and analysis methods in XShootU paper IV (Sander
et al. 2024, , submitted), this type of analysis yields in general
coherent and similar results compared to more automatized ap-
proaches.

To establish the uncertainties of fundamental stellar and wind
parameters (e.g., Teff , log g, abundances, Ṁ, 3∞), we test vari-
ations of the individual parameters deviating from the best fit
we could achieve. Given the inherent systematic uncertainties
within the atmosphere modelling and the scatter between differ-
ent atmosphere codes (cf. Sander et al. 2024), we refrain from
doing this individually for each star, but perform our error mar-
gin study for selected individual hot and cool BSGs, adopting
the obtained error margins to the rest of our sample. For prop-
erties based on more approximate or ad-hoc descriptions (e.g.,
clumping, X-rays, β), we do not provide uncertainties in this
study. While it is formally possible to explore this parameter
space, e.g., in the context of a Genetic Algorithm coupled with
a fast atmosphere calculation code (see, e.g., Brands et al. 2022,
for applications with FASTWIND), codes like CMFGEN, which
compute the full spectrum in the comoving frame in much more
detail are very time-consuming and computationally expensive.
Therefore, in this analysis framework, uncertainties for each pa-
rameter for each star are much more challenging to be quantified.
Usually one needs to rely on the analysis of a few objects/models
(e.g., Bernini-Peron et al. 2023) and/or usually can only be bet-
ter constrained in dedicated studies for specific properties (e.g.,
Rübke et al. 2023).

3.1. Atomic data

For the detailed NLTE modeling of the atmosphere, we followed
the same approach as described in Bernini-Peron et al. (2023),
who analyzed Galactic BSGs cooler than 20 kK. However, as
we also model hot BSGs in this work, we additionally con-
sider higher ionization stages. The ion sets included in hotter
and cooler models are slightly different, as certain ions are not
significantly populated at some temperature ranges. We list our
considered elements and ions in Table B.1.

The atomic data we used are those present in the default, pub-
licly available, installation of CMFGEN (v.05.05.2017). Most of
the sources used by the code can be found in Hillier et al. (2003),
though.

3.2. Determination of the photospheric parameters

In the following, we describe the process to obtain the funda-
mental stellar (i.e., non-wind) properties, which are summarized
and discussed later in Sect. 4.

Luminosity and reddening To obtain the stellar luminosity L
and the reddening E(B − V), we fitted the SED from the UV to
the infrared using the flux points derived from the different mag-
nitudes (listed in Sect. 2) and flux-calibrated spectra from ULL-
YSES and the XShooter counterpart when available. We adopt
the extinction law by Howarth (1983) with RV = 2.7 and we con-
sider a fixed galactic foreground extinction with E(B−V) = 0.03
and RV = 3.1 using Cardelli et al. (1989) law. The generally low
extinction toward the SMC limits the diagnostic values of the ab-
sorption bump at 2175 Å. For inferring the E(B−V), we thus fo-
cus on reproducing the overall spectral energy distribution given
by the shape of the flux-calibrated UV and optical spectra as well
as infrared photometry. We estimate a conservative uncertainty
of 0.03 for our derived E(B − V) values. As the reddening also
enters the determination of the luminosity L, we adopt an error
of 15% for our derived values of L.
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Rotation and macroturbulence The rotation 3 sin i and macro-
turbulence 3mac were obtained by using the IACOB Broad tool
(Simón-Díaz & Herrero 2014). We used He and metal lines,
namely He i λ4713 and Si iii λ4552 for stars earlier than B2
and Mg ii λ4481 for later types (see Fig. C.1 and Fig. C.2 for an
example). The tool also provides the 3 sin i computed from the
Fourier transform of the line profile (hereafter 3fft), which we use
as a sanity check and to compute uncertainties (see appendix C).
As the metal lines are less affected by Stark and other additional
broadening mechanisms (see, e.g., Simón-Díaz & Herrero 2007,
2014), we give preference to their resulting 3 sin i, 3mac, and 3fft
and report them in Table 2. To quantify the uncertainty, we also
obtain the 3 sin i, 3mac, and 3fft via He i λ4713 and compute the
standard deviation between the He and metal lines for each the
quantities (∆3 sin i, ∆3mac, and ∆3fft). For all stars, we consider
a minimum uncertainty of 25% in 3 sin i and of 40% for 3mac
– the average relative standard deviation of these quantities in
the sample. In case of the values being smaller than ∆3fft, we
select the latter as the final uncertainty. This conservative ap-
proach avoids mathematically small errors and does not arti-
ficially underestimate the errors of targets whose uncertainties
are larger. In the spectral analysis, the derived rotation is im-
plemented by convolving an elliptical kernel, while for macro-
turbulence a Gaussian kernel convolution is applied (cf. Gray
2005). We further evaluated the overall spectral fitting, and if
necessary made adjustments to the initially obtained values of
rotation and macroturbulence. This happened in particular for
AzV 187, where 3 sin i is close to 11 km s−1, which is near the
limit imposed by the Nyquist frequency for the star’s spectral
resolution – see Simón-Díaz & Herrero (2007). Thus, the deter-
minations were deemed as not reliable – see discussion in ap-
pendix C.

Effective temperature and surface gravity The effective tem-
perature Teff is obtained via evaluating the ionization balance
of Si and He by fitting multiple ionization stages, when avail-
able. For the “hot” BSGs (B0 to B1.5) Si iv/Si iii and He ii/He i
are used, namely Si iv λ4089, 4116 and Si iii λλ4556,69,76 for
silicon, and (ii) He i λ4471, He i λ4387 and He ii λ4552 for he-
lium. He ii λ4686 was used as an auxiliary diagnostic as it can
be affected by wind properties (Martins et al. 2015). For the
“cool” (B2 to B5) and “cold” BSGs (later than B5) we aim to fit
Si iii/Si ii and the He i lines (as the He ii lines are non-existent),
namely Si ii λλ4128,32 and Si iii λλ4556,69,76 for silicon, and
especially He i λ4471, He i λ4387 and He i λ4713. Additionally,
other lines such as Mg ii λ4481 and the Balmer lines are taken
into account. In some cases, Teff went through further revisions
during the determination of He abundance. As Vink et al. (2023)
discusses, there is evidence that the Si and Mg content in SMC
could be individually lower than the 0.2 Z⊙ scaling – 0.14 and
0.17, respectively. However, this does not introduce major un-
certainties in the temperature, as it affects Si lines more or less
equally. Testing models with varying temperatures only, we find
in general an accuracy of 1 kK. To account for influence of other
parameters, we consider a standard error of 1.5 kK, which is
within the range of similar studies. We specify otherwise in the
case of targets which we encountered more difficulties finding a
satisfactory spectral fitting. The log g values in the photosphere
are obtained by fitting the wings of the Balmer lines, given their
high sensitivity to pressure in the stellar photosphere (see, e.g.,
Gray 2005). Additionally, some lines such as Si iii λ4550–65–
79 and He i λ4471 are also affected and were used as a sanity

check. Likewise for the temperature, we estimate an uncertainty
of 0.1 dex for log g.

Spectroscopic masses and radii These quantities were indi-
rectly determined from log g, Teff and L. The uncertainty for
mass M and R are, respectively, 35% and 15%. These values
were obtained considering our errors in the primary quantities
to follow normal distributions (see Bernini-Peron et al. 2023).
Because of the small relative errors in the adopted distance (e.g.,
≲ 0.01 dex, Graczyk et al. 2020), the luminosity is very well con-
strained in the case of SMC stars. Hence, log g is the dominant
source of the mass error.

Microturbulence The microturbulence near the photosphere
ξphot, reflecting small-scale perturbations (see, e.g., Moens et al.
2022; Debnath et al. 2024), is estimated mainly by analyzing
the strength of Si iii lines as these are sensitive to the veloc-
ity field (e.g., Catanzaro & Leone 2008). The intensity of other
lines such as He, H (mostly in the core of the line), and other
metals are also affected and thus used as sanity checks. For the
Si lines, the most prominent in the optical and the UV are con-
sidered, namely, Si iii λλ4553, 69, 76 and lines around 1300 Å.
ξphot affects temperature and surface gravity diagnostics, Teff and
log g were re-adjusted if necessary. Especially for the earlier-
type stars, the central depth of the Balmer lines is also affected
by the density of the inner wind, thus introducing a sensitivity
to the mass-loss rate, clumping, and the velocity gradient – see
Sect. 3.3. The microturbulence is set to increase linearly with the
velocity across the wind, following:

ξ(r) = ξphot +
(ξmax − ξphot)3(r)

3∞
, (1)

where ξphot is the turbulence near the photosphere and ξmax is the
turbulence when the wind reaches 3∞. We obtain an accuracy of
∼3 km s−1. However, in cases where the actual Si abundance is
lower than the adopted baseline, a higher microturbulence would
be inferred to reproduce the same line strength. To include this
effect in our uncertainty estimates, we assume a higher margin
of about 5 km s−1.

He and CNO surface abundance As presumably evolved ob-
jects, BSGs are expected to present surface alterations in H, He,
and CNO. In this study, to obtain the helium mass-fraction Y ,
we adjusted the He abundance aiming for a better fit of the many
He i (and He ii for earlier types) lines along the optical range.
From that procedure, we estimate an error of a factor of 2. As
discussed in Hillier et al. (2003) or Crowther et al. (2006), a
precise determination of the He abundance in supergiants is par-
ticularly challenging and we thus give this rather large margin.
Enhanced He abundances should thus be rather seen as a quali-
tative sign of enrichment rather than a precise number yielding
hard constraints. To determine the CNO abundances, we employ
the following sets of lines: For carbon, we fit C ii λ4267 and
C ii λλ6578, 82 in late BSGs and C iii λ4069 and C iii λλ4648−50
in early BSGs. For nitrogen, the N ii series of lines at 4600Å
(in late BSGs), N iii λ4097, N ii λ4447, N iii λλ4510 − 20 (early
BSGs) were used. N iii λ4097 is heavily affected by the temper-
ature and, therefore was not considered as a main diagnostic. In
the case of oxygen, the optical region between 4000 and 500 Å is
crowded with oxygen lines. From these, we give most emphasis
on O ii λ4069 − 92, O ii λ4590 − 96, 4661 and O iii λ4367. The
determinations of precise abundances for individual hot massive
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stars can be quite challenging, as different diagnostic lines may
point to different abundances (Martins et al. 2024, XShootU Pa-
per V) and fundamental parameters (Teff , log g, and ξ) affect
these lines significantly. Given that uncertainties in Teff , log g,
and ξ affect CNO lines, we consider an error of 0.3 dex also for
the CNO abundances. In Fig. E.2 we show an example of how
CNO diagnostic lines are affected by different abundances.

3.3. Determination of wind parameters

After determining the photospheric parameters, we focused on
the analysis of the UV and recombination lines, which encode
most of the wind properties. The resulting properties are listed
further in Table 3.

Wind terminal velocity and microturbulence The wind termi-
nal velocity is obtained by fitting the width of the UV P Cygni
wind lines, especially the absorption trough. For stars where the
UV P Cygni profiles are very unusually shaped (e.g., AzV 104)
or very weak (mostly for later type BSGs) the determination of
the terminal velocity is not obvious. In those cases, we adopt the
values that yield a better overall fit of the line. The adopted mi-
croturbulence at the terminal wind speed (ξmax), which is com-
puted in the formal integral to producing the observer’s frame
spectrum, can influence the derived values of 3∞. To keep unifor-
mity with previous works that used CMFGEN, we took a value
of ∼ 10% of the respective 3∞. For targets with unusual or very
weak UV P Cygni profiles, we explored a wide range of values,
reaching, in some cases, values of ξmax ∼ 3∞.

Mass-loss rates To determine the mass-loss rates, we aim for a
simultaneous fit of Hα and the wind P Cygni profiles in the UV.
For some targets, fitting the profile with CMFGEN is not possi-
ble, in particular, due to a peculiar Hα shape. In these cases, we
perform a different approach described in appendix D. Addition-
ally, Hα is severely affected by clumping parameters whereas the
UV wind lines are in general very affected by the X-ray emis-
sion. From exploratory model calculations, we infer a standard
uncertainty of 0.15 dex. However, when considering the effects
of clumping – see below – we take a cautious approach and esti-
mate a combined error of 0.40 dex.

Velocity profile As CMFGEN does not compute the velocity
stratification 3(r) consistently with the radiative acceleration, the
velocity structure needs to be provided. This is described by
a modified β-law, describing the wind, connected to a quasi-
hydrostatic structure that describes the inner atmosphere (sub-
sonic regime) which is updated based on the estimated line ac-
celeration. Wind lines, in particular optically thick lines are af-
fected by different values of the parameter β. (Lefever et al. 2023,
e.g.,). In the BSG regime, Hα is notoriously sensitive to the den-
sity profile. However, other Balmer lines and P Cygni profiles
are also affected, though with much less sensitivity than Hα.
Thus we estimated β by aiming to find a better fit to Hα and
used the UV features as auxiliary diagnostics. As clumping also
affects significantly Hα, we also needed in many cases to re-
vise our β values. In this study, we set the connection velocity
3con, reflecting the transition between the photospheric/subsonic
and wind/supersonic regime, to be 10 km s−1 by default, which
is around 70% of the sound speed in the photosphere of BSGs.
The value is lowered if necessary to ensure a monotonic veloc-

ity field (which is mandatory in co-moving frame atmosphere
calculations).

Clumping parameters In CMFGEN clumping is pictured as
optically thin overdensities, whose diameters are smaller than
the photons’ mean free path, and whose surroundings (inter-
clump regions) are void. Mathematically, it is by standard im-
plemented the following profile in radius stratification:

f (r) = f∞ + (1 − f∞)e−3/3cl ,

describing a scenario where clumping reaches its maximum in
the outer wind. The two clumping parameters are f∞ and 3cl,
which, respectively, represent the volume filling factor (i.e., how
clumped is the wind at r → ∞) and the characteristic onset ve-
locity (describing where clumping starts to be relevant in the
wind). These are obtained by aiming at a consistent fit of Hα
(and Hβ in some cases) and the UV lines in general. However,
for some targets, due to their unusual Hα profiles, we explored
other approaches – cf. appendix D. The Balmer lines as recombi-
nation lines are proportional to ρ2(r), while the UV P Cygni pro-
files as scattering lines are proportional to ρ(r) only. Therefore,
as essentially perturbations to the density, clumping will impact
much more the latter. However, as e.g. Bouret et al. (2012) has
demonstrated, clumping also has some impact in the UV by al-
tering the ionization stage of different ions via a radiative field
which encounters a different distribution of matter. For the O
and early-B targets, N iv and P v are particularly good diagnos-
tics. As Bouret et al. (2005) discusses, these ions increase their
population in the wind due to the presence of clumps (i.e., en-
hanced density). Therefore we aimed for a reasonable fitting of
these lines when obtaining clumping. For later-type stars, clear
diagnostic lines specific to this parameter are weak or absent,
so we can only aim for a good overall UV spectral line fitting.
Moreover, in later BSGs profiles that are sensitive to wind strat-
ification are also affected by X-rays (Bernini-Peron et al. 2023).

X-ray parameters The X-ray emission in the wind is by de-
fault parametrized in CMFGEN as a Bremsstrahlung component
plus tables of emissivities generated by the APEC code (Smith
et al. 2001). Three free parameters define the emissivity profile,
namely TX, which represents the typical temperature reached by
the X-ray production mechanism; 3X, the characteristic velocity
of the production of X-rays that reflects the point in the wind
where the X-ray emissivity profile would reach ∼30% of its pos-
sible maximum; and fX, the X-ray volume filling factor. As this
X-ray treatment is a simplification, TX and 3X should not be in-
terpreted as actual physical properties of the wind and their pre-
cise values do not bear larger physical significance. With the ba-
sic X-ray parameters, the code integrates the emissivity profile
and gives the produced as well as the observable X-ray lumi-
nosity (hν > 0.1 keV). The latter is usually given in terms of
the stellar luminosity as log(LX/L). The X-ray luminosity (LX)
is constrained by fitting the UV lines. For stars earlier than B1.5,
the main diagnostic used is the famous N v λ1238 line. This ion
can only exist due to the presence of this additional ionization
source. For cooler stars, C iv λ1550 becomes the main diagnos-
tic, as analogously, C iv would not be present in winds of stars
cooler than ∼20 kK without the presence of X-rays. Conversely,
the C ii λ1335 profile without the presence of X-rays tends to be
overpredicted, as such lower temperatures are more fertile to the
existence of this less ionized stage. The “shock temperature pa-
rameter” TX is set to be 1.0 MK for models with 3∞ ≥ 900 km s−1
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and 0.5 MK otherwise, motivated by the results of Bernini-Peron
et al. (2023). Finally, the characteristic velocity parameter 3X is
initially set to ∼ 80% of 3∞ and changed if necessary to im-
prove the fitting. For some targets, this value had to be severely
changed to improve the fitting. In Sect. 5 we discuss these as-
pects in more detail.

4. Stellar properties

In the process of analyzing the spectra of BSGs, prior to the mod-
eling phase, we noticed that some targets initially classified with
similar spectral types had very similar optical spectra – which
foreshadow similar photospheric properties, but looked very dif-
ferent on the UV. Conversely, some other targets present a simi-
lar UV spectrum between them, but very different optical spec-
tra. This is illustrated in Fig. 3, where we can see that AzV 210
and AzV 472 have an almost identical optical spectrum (except
for Hα) and similar luminosities, but very different UV lines.
This highlights that their winds must be considerably different.

Contrary to that, AzV 22 and Sk 179 display very similar UV
features but quite different optical lines. The differences between
the latter two could be related to their difference in luminosity (or
proximity to the Eddington Limit), since AzV 22 is much more
luminous and has a lower log g, noticeable by its much narrower
Balmer lines. By covering all of these cases in our analysis sam-
ple, we aim to get a representative overview of the different kinds
of BSGs in the SMC.

Some stars within our sample display peculiar signatures in
their UV, optical, or IR spectra – namely AzV 235, AzV 104,
Sk 191, and AzV 362, which could not be properly modeled by
CMFGEN. We examined the spectra from different epochs and
found no clear signatures of multiplicity. Yet, we noticed vari-
ability in their Balmer profiles (except for AzV 104), which is
especially strong for AzV 362. For Sk 191, a mild variability can
also be seen in He i λ4471, which we interpret as a wind fea-
ture. Specific comments on individual targets are further given
in appendix D.

In Fig. 4, we provide an overview of the spectral fits in se-
lected diagnostic ranges for the whole sample to illustrate the
quality of the results and the trends across the BSG subtype
range. The figure illustrates also some common issues in the
quantitative spectroscopy of BSGs, such as the under-prediction
of N iii λ4097 in the earlier-type stars (e.g., Crowther et al. 2006;
Searle et al. 2008). Full comparison plots between models and
observations as well as the SED fits can be found in the Ap-
pendix F, available at the platform Zenodo4. The resulting pho-
tospheric properties we derived are listed in Table 2.

4.1. Spectral-Type calibration

As we analyzed a representative sample of SMC BSGs in this
work, we can check the correspondence between the effective
temperatures and spectral types. In Fig. 5, we show the com-
parison between Teff and spectral type alongside the calibrations
from Schootemeijer et al. (2021) for SMC supergiants, as well as
with calibrations for Galactic BSGs from the studies by de Bur-
gos et al. (2023) and Searle et al. (2008), who analyzed Galactic
BSGs using FASTWIND and CMFGEN, respectively. We ad-
ditionally plot results from Evans et al. (2004a), Trundle et al.
(2004), and Trundle & Lennon (2005) for SMC BSGs as well.

In general, there is a good agreement between the spectral
analysis results from our work and the literature when compared

4 https://zenodo.org/records/12700118.

to the relation of Schootemeijer et al. (2021). Yet, up to a spectral
type of B2, the Teff of our sample BSGs fall below the calibra-
tion by Schootemeijer et al. (2021), which was based on previ-
ous literature results including those marked in fuchsia in Fig. 5.
The divergence is largest between spectral types B0.5 to B1.5.
Within this range, we also tend to find lower temperatures than
the Galactic calibration by de Burgos et al. (2023). On the other
hand, our results for this spectroscopic range agree better with
the relation from Searle et al. (2008), even though falling slightly
lower still. For spectral types later than B2, our temperatures ap-
pear to agree well with the Schootemeijer et al. (2021) relation,
but diverge from Searle et al. (2008).

4.2. Evolutionary status of the BSGs

When comparing our derived luminosities and Teff to previous
spectroscopic analyses on SMC BSGs (e.g., Evans et al. 2004a;
Trundle et al. 2004; Trundle & Lennon 2005), we notice no rele-
vant systematic differences (see Fig. 6). Likewise, we also do not
find systematic disagreements between our investigation and the
study of Schootemeijer et al. (2021), who used Gaia distances
to infer the stellar luminosities. Even the largest discrepancies
in the parameters are within the expected frame of uncertainty
when comparing different analysis methods (Sander et al. 2024,
see).

With the luminosities and temperatures of our 18 BSGs de-
termined, we can locate the stars in the Hertzsprung Russell dia-
gram (HRD) and discuss their evolutionary context. In Fig 7 we
plot the HR diagram of the BSGs together with the evolutionary
tracks’ curves by Brott et al. (2011, hereafter B11) and Georgy
et al. (2013, hereafter G13). Both sets of evolution models have
similar rotation, but their treatment of convection is consider-
ably different. The B11 models determine convection using the
Ledoux criterion (Brott et al. 2011), while the G13 models use
the Schwarzschild criterion (Ekström et al. 2012; Georgy et al.
2013). We find our sample stars to be displaced relative to the
zero age main sequence, which is consistent with previous re-
sults in the literature and the expectation that BSGs are already
evolved objects (e.g., Trundle et al. 2004; Evans et al. 2004c).
However, this does not automatically imply that BSGs cannot
be core-hydrogen-burning. As Higgins & Vink (2019) discuss in
detail, evolutionary models with high convective mixing can pro-
duce tracks whose main sequence covers the BSG temperature
and luminosity regime – see also Martins & Palacios (2013).

Notably, the B11 tracks can reach the BSGs earlier than B1
in the HRD. As discussed in Brott et al. (2011), the overshooting
adopted in B11 tracks is calibrated for stars with initial masses
Minit ∼ 16 M⊙ to match the TAMS inferred from the VFTS
sample (Hunter et al. 2008). This aligns with more recent in-
vestigations that argue more massive stars may have progres-
sively higher mixing (e.g., Castro et al. 2014; Martinet et al.
2021). As a consequence, the main sequence might reach down
to Teff ∼ 20 kK – corresponding approximately to the B1 spectral
type (McEvoy et al. 2015).

Contrary to that, the G13 tracks interpret the HRD positions
of the early BSGs as objects beyond core-H burning. The “ter-
minal age main sequence (TAMS) hooks” of the G13 tracks hap-
pens at much hotter temperatures than those in the B11 tracks.
This is rooted in the much lower convective mixing in the G13
high-mass tracks compared to B11. The G13 high-mass tracks
are calibrated to match the TAMS width for intermediate-mass
stars (Georgy et al. 2013). According to the G13 models, more
massive/luminous stars spend much less time as early-type BSGs
(i.e., between ∼30 and ∼20 kK) than as later-type BSGs.
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Fig. 3. Comparison between observed spectra of AzV 210 (B1.5 Ia) vs. AzV 472 (B1.5 Ia), and AzV 22 (B3 Ia) vs. Sk 179 (B3 II). For the com-
parison between the B1.5 stars, their optical and photospheric spectra are very similar to each other, but their wind lines at the UV and Hα are
considerably different, despite the similar luminosity and temperature. In the juxtaposition between B3 and B8, the profiles in their UV are similar,
while their optical spectra differ, especially due to broadening and different surface gravities. In each comparison, we list the old and the updated
spectral types (Crowther priv. comm.)

Below Teff ≲ 19 kK, the redward evolution predicted by the
G13 models slows down and the stars spend a decent amount
of time still in the hot star regime, where central He-burning
eventually sets in. This is different for the B11 models, which
evolve considerably fast in the Hertzprung gap, as indicated by
the scatter symbol distribution along both track sets which mark
intervals of ∼50 kyr. This discrepancy is due to the different
convection criteria between the two evolution model grids. The
Schwarzschild criterion in the G13 models produces a larger in-
termediate convective zone (ICZ) at the onset of hydrogen shell
burning (see also Sibony et al. 2023; Josiek et al. 2024). The
additional energy required to establish a larger ICZ is not avail-
able for the expansion of the star and thus the G13 models spend
more time crossing the Hertzsprung gap than the B11 models.

In contrast to the Galactic BSGs discussed in Bernini-Peron
et al. (2023), neither the B11 nor the G13 tracks predict a blue-
ward evolution from the red supergiant (RSG) regime. Blue
loops only happen for more massive G13 models and at tem-
peratures more compatible with yellow supergiants/hypergiants
and luminous blue variables (LBVs). For this regime, we do not
have corresponding objects in our sample. Consequently, assum-
ing the evolution framework of B11 and G13, none of the studied
SMC BSGs would be post-RSG objects. However, certain mix-
ing settings (e.g., Schootemeijer et al. 2019) or enhanced mass-
loss in the RSG or LBV regime (e.g., Schootemeijer et al. 2024)
could produce tracks evolving blueward from the RSG regime at
SMC metallicity. Therefore, we cannot rule out that some of our
targets are post-RSG objects. This would be supported by our
finding of considerably lower masses compared to evolutionary
predictions, which we further discuss in Sect. 4.4.

4.3. Surface chemical abundances

In Table 2, we also list the surface helium mass fraction Y . Sev-
eral of our objects show signs of He enrichment, in particular
the BSGs above 19 kK, corresponding approximately to spectral
types earlier than B1.5. This is qualitatively in line with the re-
cent finding by de Burgos et al. (2024b), who also found hardly
any He-enriched objects in the Galactic BSGs below this temper-
ature. Although, it is important to note that for Teff ≲ 20 kK, He
abundance determination rely solely on He i. In our sample, the
BSGs without He enrichment are in the clear minority in the hot-
ter regime, which does not seem to be the case for the Galactic
sample, albeit the work by de Burgos et al. (2024b) mixes actual
supergiants with objects from other luminosity classes. When
considering the He abundances of both evolution models, we do
not see the observed amount of He enrichment in the early stars
(see Fig. 8), which hints at remaining issues. One possibility is
that the models do not assume sufficient mixing. Schootemeijer
et al. (2019) showed that for certain conditions of overshoot-
ing and semiconvection, it is possible to produce BSGs evolving
blueward from the RSG regime, which would be richer in surface
He. Still, these models cannot reach the Teff of our earlier targets.
Recent work from Gormaz-Matamala et al. (2024) showed that
adopting a lower Ṁ (obtained via evolutionary models whose
mass loss is computed consistently) in the main sequence may
produce stellar models that reproduce the He enrichment for the
early BSGs. Another possibility, outside of the single-stellar evo-
lution scenario, is that the hotter BSG population might have a
more complex origin, like stripping or mergers (Klencki et al.
2022; Menon et al. 2024) – which we discuss further below.

When considering the evolution of the rotation and CNO
abundances, we find a clear displacement from the SMC carbon
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Fig. 4. Spectral fits of exemplary subsets of diagnostic lines for the sample BSGs. The black curves are the X-Shooter data for each star, whereas
the colored curves are their respective CMFGEN models.

and nitrogen baseline5 (dashed lines in Fig. 9). This confirms
previous findings and underlines that our targets are evolved ob-
jects. For oxygen, we do not observe much variation and find
values close to the baseline (see panel E in Fig. 9), implying that
the material in the outer layers has not reached full CNO equi-

5 The baseline considered is the average elemental baseline computed
by Vink et al. (2023) based on previous literature studies; see their Ta-
ble 2.

librium. The evolution models by B11 and G13 each have their
own, slightly different, initial baseline abundances. Yet, the ef-
fect on the resulting tracks is likely minor compared to the larger
differences in the physical treatments inherent to the two differ-
ent evolution model codes. The G13 tracks and the slow-rotating
(i.e., with initial rotation velocity 3init

rot ≲ 100 km s−1) B11 mod-
els reproduce the data better than the fast-rotating B11 models.
Similar to our comparison in the HR diagram in Fig. 7, it is ev-
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ident that the G13 evolutionary models predict a fast evolution
through the early-BSG stage (panel A in Fig 9).

Notably, our derived 3 sin i are lower than previous deter-
minations (Evans et al. 2004a; Trundle et al. 2004; Trundle &
Lennon 2005), whose values are higher than the rotation pre-
dicted from G13 for the late-O and BSG temperature range. This
can be understood when considering that earlier work conflated
3 sin i and 3mac in their total line broadening, which can overes-
timate the rotation and thus explain their sistematically higher
values of 3 sin i.

Our obtained 3mac is generally high compared to the derived
3 sin i, which is consistent with the results obtained by Simón-
Díaz et al. (2017) for Galactic OB stars. Moreover, as e.g., dis-
cussed in Sundqvist et al. (2013), disentangling rotation and
macroturbulence is considerably more challenging for stars with
low rotation (3 sin i ≲ 50 km s−1). Additionally, as discussed
in Simón-Díaz & Herrero (2014), the photospheric microturbu-
lence also hampers an accurate determination of 3 sin i below
40 km s−1. Hence, the derived 3mac could even be underestimated
if 3 sin i is overestimated for our slowest rotating targets. A lower
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rotation for the late BSGs would increase the agreement with
the predictions from G13, whereas the disagreement would be
aggravated for the earlier ones.

We can only obtain a reasonable compromise between
the stellar rotation, Teff , and partially the involved evolution
timescales, when we consider B11 tracks with lower initial rota-
tion, preferably with 3init

rot = 60 km s−1. However, for the chemical
surface abundances, the B11 tracks with an initial rotation of 120
km s−1 would be preferred. This occurs especially for nitrogen,
which also is very similar to the values predicted by G13. Only
for oxygen, the B11 models of both 60 and 120 km s−1 give a bet-
ter representation of our results than the G13 models. In general,
none of our sample stars exceeds a 3 sin i of 100 km s−1. Our ob-
ject with the highest (projected) rotational velocity (85 km s−1)
is Sk 179, a B6 supergiant that defies the general trend seen in

Fig. 9. However, even this value would not classify the star as a
fast rotator. We do not see any fast rotating star in our BSG sam-
ple, not even above 21 kK. While fast-rotating BSGs are also not
common at Galactic metallicity, there is an observed group of
them, in particular above the presumed bi-stability jump (e.g.,
de Burgos et al. 2024a).

In Bernini-Peron et al. (2023), we discussed stellar mergers
as a possible solution for the presence of cooler BSGs (B2 to B5)
in the Milky Way, given that evolutionary models predict a fast
evolution in this regime. In the galactic context, mergers would
produce core-He-burning objects, spending a considerable time
of their post-main-sequence evolution in the observed parame-
ter range. Given the high binary fraction among massive stars
(e.g., Mason et al. 2009; Sana et al. 2012, 2013), such a scenario
would not be unlikely. Specifically, for apparently single stars,
the merger incidence considering coalescence events at different
moments of the evolution can amount up to 20% (de Mink et al.
2014). To get a basic idea of the enrichment of a merger sce-
nario, we compare the N/C vs. N/O ratios derived for our SMC
BSGs with those from Large Magellanic Cloud (LMC) BSG
merger evolution models from Menon et al. (2024) in Fig. 10.
The figure also shows data points for known LMC and SMC stars
with (partially) stripped envelopes are plotted for comparison.
Despite agreement within the large error bars, there seems to be
a systematic shift between our BSGs and the merger models. The
merger models further overpredict the He enrichment, notably
in contrast to the underprediction by the G13 and B11 (single-
star evolution) models. In terms of the predicted mass range, the
LMC merger models predict similar values as obtained in our
spectroscopic analysis. Yet, it is hard to draw any firm conclu-
sions as none of these diagnostics can only be explained by a
merger scenario. Moreover, tests for the SMC are necessary as
the metallicity affects how the stars ought to interact (Klencki
et al. 2022), and thus at which stage they may merge or not.

Considering the stripped OB stars and our sample BSGs, we
find a good agreement in their He enrichment, except for 2dFS-
163 (O8 Ib). We further find that part of the stripped sample
shows much higher N/C and N/O ratios. Yet, we see that two
objects align well with the BSGs. One is an early O-giant pri-
mary and the other has a primary star with a BSG spectral type
(B1.5 Ia, Ramachandran et al. 2024), but is located in the LMC.
The masses of our sample BSGs are higher than the stripped stars
found by Ramachandran et al. (2024), but overall they agree with
those from the more massive stars analyzed by Pauli et al. (2022)
and Rickard & Pauli (2023), even though the latter are O giants.

4.4. Spectroscopic and evolutionary masses

In Fig 11, we show a comparison between the spectroscopic and
inferred evolutionary masses for each BSG in our studied sam-
ple. The evolutionary masses were determined by minimizing
the χ2 between the spectroscopically derived stellar parameters
and the available tracks of G13 and B11 each considering Teff ,
log g, and L (Eq. 7 in Schneider et al. 2014). This method, de-
spite not considering interpolated tracks between the available
set, is more systematic than what is commonly done by com-
paring visually in the HRD and/or log g-Teff diagram (see, e.g.,
Bouret et al. 2021, for O stars).

Globally, there is a clear trend of higher evolutionary masses
relative to the spectroscopic mass, especially below Mspec ≈

30 M⊙ (G13) and Mspec ≈ 45 M⊙ (B11), respectively. As shown
in the figure, the B11 comparison trend aligns very well with
the discrepancy obtained by Trundle et al. (2004) and Trundle &
Lennon (2005), especially the comparison with the B11 tracks.
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baselines listed in Vink et al. (2023, Table 2) determined as the average values from previous studies. Panel A and B show the evolution of the
rotation against Teff while panels C, D, and E show respectively the evolution of the surface C, N, and O vs. the rotation.

Juxtaposed to the Trundle et al. results, the mass discrepancy is
slightly lower for the comparison with G13 tracks. The more and
less intense shaded regions represent deviations from unity of 1σ
and 2σ respectively.

When considering the mean results, there is a decent agree-
ment between the spectroscopic and evolutionary masses for
both track sets with G13 yielding a ratio within 1σ, whereas the
B11-derived mean mass ratio only agrees within 2σ. The amount
of scatter is similar to what Bouret et al. (2021) found for SMC O

stars, but unlike them, our results show the aforementioned sys-
tematic shift. Similar to previous works which analyzed BSGs
both in the Milky Way and in the SMC, we further find that for
higher masses (or luminosities) the ratio between Mevol and Mspec
tends to swap and the evolutionary models predict slightly lower
masses (see, e.g., Trundle & Lennon 2005; Searle et al. 2008).
This did not occur for the SMC O stars studies by Bouret et al.
(2021), who attributed the discrepancy to a lack of photospheric
turbulence in their CMFGEN O-dwarf models. This could lead
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to an underestimation of log g – as also discussed in paper IV.
Given that BSG atmospheres are more extended than OB-dwarfs
(which implies higher scale heights), they are expected to have
higher turbulent velocities, up to ∼20 km s−1.

5. Limits of the X-ray luminosities

The UV spectra of BSGs reveal the presence of highly ionized
ions (e.g., N v λ1240 and O vi λ1038), which are incompatible
with their effective temperatures (≲ 30 kK) and the inferred wind
stratification (see, e.g., Puebla et al. 2016). This “superioniza-
tion” can only be modelled when including a hot component in
the form of an X-ray field into the atmosphere calculations, pro-
viding therefore an indirect evidence for the presence of X-rays
in the wind of BSGs.

In Fig. 12, we show a comparison between the models for
AzV 488 (B0.5 Ia) with and without X-rays where we illustrate
their impact on diagnostic wind lines. The biggest impact of the
X-rays is seen in N v (as discussed before) and C iv. In the case
of C iv, the presence of X-rays is necessary to reach the observed
profile saturation – even though this comes at the cost of an over-
prediction of the emission part. The Si lines are barely affected,
as well as N iv λ1720, which shows that in this regime these lines
are good mass-loss rate and clumping diagnostics. Regarding the
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Fig. 12. Comparison between models of AzV 488 (B0.5 Ia) with and
without X-rays. The green dashed curves show the model without X-
rays and the green full curves are the model with X-rays included. For
this model, the log(LX/L) -7.4 with a TX parameter of 1.0 MK. All the
other properties are identical between each model.

O vi and P v lines, we noticed no significant changes after the
inclusion of X-rays as these lines look essentially photospheric.

For Galactic BSGs later than B2, Bernini-Peron et al. (2023)
showed that the inclusion of X-rays is paramount to reproduce
most of the superionization ubiquitously observed in the UV of
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such stars (e.g., Cassinelli & Olson 1979). They also showed that
the X-ray luminosity in general falls slightly below the “stan-
dard relation” of log LX/L = −7 (Sana et al. 2006) observed
in many early-B and O supergiants. Unlike Galactic BSGs, the
SMC targets show much less developed UV P Cygni profiles,
an expected consequence of their low metallicity. However, one
can still notice a clear superionization due to the presence of (i)
C iv λ1548-50 and N v λ1238-42 as P Cygni profiles (the lat-
ter especially at the earlier type spectra), and reciprocally, (ii)
C ii λ1335 and Al iii λ1855 as a weaker profile. In comparison
to the Galactic targets though, the LX/L ratio of the SMC BSGs
seems to be similar, suggesting that the X-ray luminosity in these
objects could be independent of metallicity.

In Bernini-Peron et al. (2023), it was further shown that even
the very low log(LX/L) ∼ −12 with temperatures of ∼ 0.1 MK
produced successful simultaneous fits of C ii and C iv lines of
cool Galactic BSGs. However, the presence, even though weak,
of N v in the observations, which could not be produced by these
models, showed that these values are likely not real. For the SMC
stars, on the other hand, this ion is not observed in targets later
than B2 (Teff < 19 kK), which prevents us from discarding those
extremely low LX/L ratios. Still, our modeling efforts apply the
more likely value of 0.5 MK for the cooler BSGs in this work,
which provides a more realistic upper limit for LX/L. This is also
motivated by the fact that N v is seen in the denser wind of the
only B-hypergiant in our sample (AzV 78, B1 Ia+).

In Fig. 13, we compare models with and without X-rays for
AzV 187 (B3 Ia), a star with Teff = 16.5 kK. It is evident that
the inclusion of X-rays improves the fit of all the lines, with the
possible exception of Si iv λ1400. The absence of this extra ion-
ization source would yield a distinct population of C ii in the
outer part of the wind, which is not observed in the C ii λ1335
line, which appears essentially photospheric. Reciprocally, the
models predict a photospheric profile for C iv λ1550, in clear
disagreement with the clear P Cygni profile in the observations.

Similar to C ii, Al iii is predicted too strong in the model
without X-rays. By including it, we managed to improve the
fit, although the wind feature in the doublet is still too strong.
An even higher ionization could improve the fit of this doublet,
but would not align with the over-prediction by our model of
Si iv λ1400, which, despite matching the width of the absorp-
tion trough better than without X-rays, predicts too much emis-
sion and a saturation. This problem in simultaneously modeling
Si iv and Al iii is similar to what occurs for the Galactic BSGs
in Bernini-Peron et al. (2023). As they discuss, optically thick
clumps, which have strong evidence to be present in BSGs even
at low metallicity (see, e.g., Prinja & Massa 2010; Parsons et al.
2024), may improve this slightly, but more in-depth studies to
understand how different optically thick clumping formulations
affect spectral lines in BSGs are necessary.

Even the coolest star in our sample, AzV 343 (B8 Iab, one of
the latest BSGs in ULLYSES SMC sample), for which we deter-
mined an effective temperature of 12.5 kK, shows spectroscopic
features which can only be reproduced when including X-rays.
This suggests that even much cooler BSGs with very low ter-
minal velocities harbor somehow an extra source of ionization
in their atmospheres. However, explaining these in the paradigm
of shock-generated X-ray emission is challenging since winds
as slow as 3∞ ≲ 300 km s−1 should not produce the necessary
high-velocity dispersions to generate X-rays. Specifically, from
the relation TX ∼ (∆3/300 km s−1)2 · 106 K, presented by Cohen
et al. (2014), the velocity dispersion of the shocks ∆3would need
to be of the same order of 3∞ (or larger for some of the later-type
BSGs) to be able to produce X-ray temperatures of TX ∼ 0.5 kK.
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Fig. 13. Comparison between models of AzV 187 (B3 Ia) and AzV 343
(B8 Iab) with and without X-rays. The dashed curves show the model
without X-rays and the full curves are the model with X-rays included.

Considering the full sample, we plot the relative X-ray lu-
minosity as a function of the stellar temperature in Fig. 14,
color-coding also the terminal velocities. Our results indicate
that BSGs with 3∞ < 900 km s−1 have log(LX/L) ≲ −8. Except
for AzV 104, this regime also coincides with Teff ≲ 22 kK. This
aligns with the findings reported by Berghoefer et al. (1997) (but
see Nazé 2009), that in spectral types later than B1, BSGs fall in
general below the X-ray detectability limit.

On the other hand, there is also the possibility that our re-
sult might be biased by our initial setup where models with
3∞ > 900 are assigned with TX = 1.0 MK (after Bernini-Peron
et al. 2023). In Fig 15, we show a comparison between mod-
els for AzV 488 with the same X-ray luminosity but employing
different TX. It is noticeable that the model with TX = 0.5 MK
produces a much stronger N v λ1240, the main diagnostic for
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Fig. 14. X-ray luminosity compared to effective temperature. The thick
diamonds with numbers represent the SMC targets AzV (or Sk for 179
and 191), while the circles with letters, in alphabetical order, represent
the Galactic targets ϵ Ori (B0 Ia, Puebla et al. 2016), κ Ori (B0.5 Ia,
Huenemoerder et al. 2011; Haucke et al. 2018), 9 Cep (B2 Ib), 55 Cyg
(B2.5 Ia), o2 CMa (B3 Ia), and 64 Oph (B5 Ib/II, Bernini-Peron et al.
2023, as for the latter three). The colors of the circle and broad dia-
mond symbols represent the wind terminal velocity. The purple thin
diamonds represent the alternative values considering a TX = 0.5 MK
for the corresponding early target connected by gray dashed lines. Like-
wise, the fuchsia crosses represent the alternative value for AzV 104 if
considering a TX = 1.0 MK.

LX/L for these stars. Only when we reduce the X-ray luminos-
ity (dashed line) by a factor of five – thus becoming similar to
what we find for cool BSGs – we can obtain a compatible profile
with the higher TX. This is also a manifestation of the parameter
degeneracy of the current X-ray implementation. Under these
conditions, our results point to limits of −8.0 ≳ LX/L ≳ −7.0
for early BSGs (< B1.5, not considering AzV 104 lowest value)
and −9.0 ≳ LX/L ≳ −7.5 for later BSGs. This relation however
might be rooted more in the wind terminal velocity (which tends
to be proportional to Teff , see Hawcroft et al. 2023; Parsons et al.
2024) than in the temperature itself. Even AzV 104, which is an
early BSG but has a very low 3∞, has a low LX/L regardless of
whether we employ a TX = 0.5 or 1.0 MK.

The derived X-ray luminosites of all stars in our sample
are well below log

(
LX [erg s−1]

)
< 32.5 which correspond to

X-ray fluxes < 5 × 10−16 erg s−1 cm−1. This is far below cur-
rent point source detection limits in the SMC. For instance,
“The X-ray point-source catalogue” obtained during the XMM-
Newton survey of the SMC has a flux limit for point sources
10−14 erg s−1 cm−1 (0.2 – 4.5 keV band) (Sturm et al. 2013). Sim-
ilarly, even deep Chandra observations of the SMC (Laycock
et al. 2010; Oskinova et al. 2013) were not sensitive enough to
detect BSGs in the SMC. Therefore, it is not surprising that none
of our sample stars are detected in X-rays so far. In the region of
30 Dor in the LMC, which is closer to us, X-ray properties of
OB stars appear generally consistent with Milky Way counter-
parts (Crowther et al. 2022). Therefore, it is possible that the
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Fig. 15. Comparison between models with different relative X-ray
luminosity and shock temperature parameters. The thin gray line is
the normalized UV spectrum and the colored lines are the CMFGEN
models. The blue filled line is the model with TX = 0.5 MK and
log(LX/L) = −7.4. The purple dashed line has the same temperature,
but with a lower log(LX/L) = −8.0. The red dot-dashed line has the
same log(LX/L) = −7.4, but a higher TX = 1.0 MK. The different LX
are obtained by varying the X-ray emission filling factor. All the addi-
tional X-ray parameters are kept the same for all the models.

X-ray emission in OB winds does not change significantly with
metallicity.

We conclude this section by highlighting that since direct
X-ray measurements for SMC BSGs are currently unfeasible,
the only way to obtain information on the X-ray content of such
stars is via UV spectroscopy. Within the current analysis frame-
work, big systematic studies focused on specific targets (analo-
gous to e.g., Puebla et al. 2016) could improve the constraints
on LX/L by investigating the effects of each parameter inde-
pendently. Additionally, more sophisticated formulations need
to be tested (e.g., two-component winds, multicomponent plas-
mas, different emissivity laws, see Zsargó et al. 2008). However,
as the theoretical understanding of how X-rays are generated in
such stars is reaching its limit, detailed simulations of the wind
launching in these stars are required to fundamentally constrain
any such approximative treatments.

6. Wind properties

The wind properties of our models are compiled in Table 3.

6.1. Wind terminal and turbulence velocities

In Fig. 16, we compare our inferred terminal velocities with pre-
vious literature results. For the small sample overlapping with
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Table 3. Wind properties of the sample stars.

Star SpType log Ṁ 3∞ β ξmax f∞ 3cl log(L/LX) TX 3X
– – [M⊙ yr−1] [km s−1] – [km s−1] – [km s−1] – [MK] [km s−1]
AzV 235 B0.2 Ia -6.17 1490 2.4 100 0.02 5 -6.8 1.0 700
AzV 215 BN0 Ia -6.44 1600 2.8 100 0.20 30 -7.3 1.0 100
AzV 488 B0.5 Iaw -6.07 1200 1.7 100 0.20 30 -7.4 1.0 700
AzV 104 B0.5 Ia -6.96 350 0.5 300 0.60 30 -8.9 0.5 400
AzV 242 B0.7 Iaw -6.39 900 1.8 200 0.20 30 -7.5 1.0 500
AzV 266 B0.7 Ia -6.92 985 1.8 147 0.10 30 -7.2 1.0 500
AzV 264 B1 Ia -6.82 820 1.8 120 0.20 30 -8.7 0.5 500
AzV 210 B1.5 Ia -6.66 810 2.5 100 1.00 30 -8.2 0.5 730
Sk 191 B1.5 Ia -6.02 490 2.8 60 0.80 400 -8.5 0.5 400
AzV 78 B1 Ia+ -5.82 520 3.0 90 0.75 30 -8.6 0.5 590
AzV 18 B2 Ia -6.66 350 1.5 60 1.00 30 -9.1 0.5 270
AzV 472 B2 Ia -7.52 190 1.3 150 0.60 30 -9.1 0.5 160
AzV 187 B3 Ia -7.22 450 2.2 60 0.30 30 -8.0 0.5 380
AzV 362 B3 Ia -6.92 200 2.5 60 0.10 30 -8.1 0.5 170
AzV 22 B3 Ia -7.15 197 3.7 25 0.10 30 -8.2 0.5 170
AzV 234 B2.5 Ib -7.74 140 2.2 60 1.00 30 -8.6 0.5 120
Sk 179 B3II -8.00 240 1.1 60 0.35 30 -8.3 0.5 200
AzV 343 B8 Iab -8.00 260 2.0 150 1.00 30 -8.2 0.5 250
Errors – 0.40 10% – – – – – – –

Notes. For AzV 235 we employed the clumping law introduced by Najarro et al. (2011), which uses two additional parameters to account for a
decrease in the clumping factor in the outer wind. In our model, the two parameters are C3 = 300 km s−1 and C4 = 1.0.

Evans et al. (2004a), who also derived their 3∞-values by fitting
CMFGEN models to the UV spectral lines, we find an excel-
lent agreement. Hawcroft et al. (2023) employed the SEI method
(Hamann 1981; Lamers et al. 1987) to obtain homogeneous val-
ues for 3∞ and ξmax of most of the ULLYSES OB sample. In
general, there is no striking discrepancy between their values
and our analyses for the terminal velocities, although a fraction
of our values is systematically lower, even when accounting for
the error bars. We additionally compare our 3∞ determinations
with those from the recent study by Parsons et al. (2024), who
analyzed BSG winds using the SEI method to constrain optically
thick clumping. We find that except for AzV 104, all of the 3∞
values agree well with Parsons et al. within the error margins.
Three key differences in their work compared to Hawcroft et al.
(2023) are that (i) Parsons et al. use different lines (Si iv and
Al iii instead of C iv), (ii) do not enforce β = 1, and (iii) consider
the individual radial velocities of the stars. In general, Hawcroft
et al. (2023) assigned the lowest quality flag to many targets with
3∞ < 1000 km s−1, so that it is not surprising that more detailed
follow-up studies that consider lines beyond C iv 1550 Å do find
differences in the derived 3∞ values. The comparison of ξmax in-
stead, shows a large scatter between the studies accompanied by
a lower trend of our values as well.

When we consider 3∞ + ξmax, which roughly translates to the
width of the UV P Cygni absorption troughs, we notice that the
comparison trend is tighter, also when looking at the tempera-
ture, represented by the color gradient of the scatter points in
Fig. 16. However, our values are still systematically lower than
their determinations.

In the lower right (D) panel of Fig. 16, we check the agree-
ment of the effective escape velocity

3esc,Γ =

√
2GM

R
(1 − Γe), (2)

where Γe is the Eddington parameter considering only the elec-
tron scattering opacity. Again, we obtain lower values than those

reported by Hawcroft et al. (2023). Interestingly, one can see
a curved trend, where there is more agreement among the ex-
treme early- and late-BSGs and less in the middle. In their study,
3esc,Γ was obtained via Bayesian analysis with B11 evolutionary
tracks (BONNSAI, Schneider et al. 2014), where the masses are
the corresponding evolutionary masses. As we consider spec-
troscopic masses for computing 3esc,Γ, the systematic differences
may be a consequence of the mass discrepancy discussed in
Sect. 4.4.

Temperature and wind terminal velocity relation With Teff
and 3∞ obtained from the spectral fits, we compare our results
to the 3∞(Teff)-relation derived by Hawcroft et al. (2023) in
Fig. 17. Considering our total BSG sample (red diamonds), we
plot the derived Teff and 3∞ values with the corresponding trend
being reflected as a thick red line. Interestingly, the fit hardly
changes when using the values for SMC O and B supergiants
from Hawcroft et al. (2023, blue points and blue-thick line).
When comparing our BSG and O+BSG SMC relations to the
“total SMC” relation from Hawcroft et al. (2023), which takes
into account all ULLYSES SMC OB stars in their sample (thin
dot-dashed-blue line), it is evident that the slope of the latter is
notably steeper. However, for our BSG dataset, the difference in
the slope between our BSGs’ relation and Hawcroft et al. to-
tal SMC OB stars almost vanishes when excluding the pecu-
liar slow-wind B0.5 supergiant AzV 104 (cf. appendix D), as
shown by the thick-dotted red line. What remains is a system-
atic shift toward higher 3∞ for the same Teff. Additionally, the
SMC O+BSG sample of Hawcroft et al. (2023) also contains
hot, “slow-wind” stars effectively reducing their obtained slope.
If these are excluded, the obtained slope of the O+BSG relation
(filled-blue line) would be much closer to the slope of their total
SMC OB relation (dash-dotted-blue line).

In the regime of cooler BSGs below ∼19 kK, it is hard to
identify a clear trend between 3∞ and Teff. Still, it appears that a

Article number, page 16 of 33



M. Bernini-Peron et al.: X-Shooting ULLYSES: Massive stars at low metallicity

0 500 1000 1500
v  [km/s] (Literature)

0

500

1000

1500

v
 [k

m
/s

] (
Th

is 
wo

rk
)

A
0 100 200 300 400

max [km/s] (Literature)

0

100

200

300

400

m
ax

 [k
m

/s
] (

Th
is 

wo
rk

)

B

0 500 1000 1500
v + max [km/s] (Literature)

0

500

1000

1500

v
+

m
ax

 [k
m

/s
] (

Th
is 

wo
rk

)

C
280 380 480 580 680 780
vesc,  [km/s] (Literature)

280

380

480

580

680

780
v e

sc
,

 [k
m

/s
] (

Th
is 

wo
rk

)

D

Hawcroft+2023
Evans+2004b
Parsons+2024

12.0 14.0 16.0 18.0 20.0 22.0 24.0 26.0 28.0

Teff [kK]

Fig. 16. Panel A: Comparison between derived terminal velocities (3∞)
by this study and those from Hawcroft et al. (2023, small blue dia-
monds) and Parsons et al. (2024, green squares). The fuchsia hexagons
are data from Evans et al. (2004a), which also obtained wind properties
via optical and UV analysis with CMFGEN. Panel B: Comparison of the
wind microturbulent velocities (ξmax) between this work and Hawcroft
et al.. Panel C: Comparison between the sum of 3∞ and ξmax, which
would roughly translate the width of the absorption component of the
UV P Cygni profiles. Panel D: Comparison of the Γ-corrected escape
velocities (3esc,Γ) between this study and Hawcroft et al.

majority of the stars follow the general slope, but the amount of
outliers, in particular below the curve, gets larger. In principle,
the weaker UV profiles make it more difficult to derive accurate
values for 3∞. Yet, the narrow profiles unequivocally show simi-
lar low velocities despite differences in Teff .

One could imagine that such stars, which have a comparably
slow wind for their temperature, might have an increased mass-
loss rate, but as we will see in Sect. 6.3, this is not the case and
the mass-loss rates are usually even lower. Hence, the low termi-
nal velocities of the “outliers” in the 3∞(Teff)-diagram cannot be
attributed to objects lying closer to the Eddington limit such as
hypergiants or LBVs (e.g., Sander et al. 2014, 2018; Vink 2018),
but their winds seem to be suppressed instead for yet unknown
reasons.

Bi-stability jump in velocity The bi-stability jump has also been
associated with a change in the ratio between the terminal veloc-
ity 3∞ and the effective escape velocity 3esc,Γ along the temper-
ature domain (Lamers et al. 1995). To check whether our SMC
BSG sample shows this, we plot the terminal velocity normal-
ized by the escape velocity (V∞e := 3∞/3esc,Γ) as a function of
Teff in Fig. 18. We find that the SMC BSGs seem to behave very
similar to the Galactic BSGs. The existence of a drop in V∞e at
Teff ≲ 25 kK is a well-established phenomenon, but whether this
is a sharp “jump” or a more smooth drop is not clear so far (cf.
Markova & Puls 2008; de Burgos et al. 2024a). In Fig. 18, we
show the relations from Kudritzki & Puls (2000) compiling pre-
vious literature (black dashed lines) for Galactic stars in com-
parison to the results inferred from our sample. As evident, the
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Fig. 17. Terminal velocities as a function of effective temperature: The
results from this work (red diamonds) are compared to the values from
Hawcroft et al. (2023, blue circles). The thick solid red and solid blue
lines show the resulting relation when considering only supergiants
(BSGs and OBSGs). The thick red dotted line shows the relation for
only BSGs, but excludes the peculiar AzV 104. The blue dot-dashed
line shows the linear relation derived for all SMC OB stars (of all types
and classes) in the Hawcroft et al. paper also considering the literature
results. Conversely, the dark blue dashed line refers to the LMC.

average values (thick red and blue lines) at each side of the jump
are very close to the Galactic ones. However, the individual data
points suggest that the “jump” in V∞e happens at a slightly lower
Teff ∼ 19 kK compared to ∼21 kK in the Milky Way.

If we scale the Galactic relation from Kudritzki & Puls
(2000) for V∞e by a presumed metallicity-dependence of 3∞(Z),
we can test whether the resulting scaled relation align with our
dataset for V∞e . Thus, we plot relations scaled by Z/Z⊙0.1 (Lei-
therer et al. 1992), Z/Z⊙0.2 (Hawcroft et al. 2023), as well as
Z/Z⊙0.19 (hot side) and Z/Z⊙0.003 (cool side) from Vink & Sander
(2021). The resulting curves are all in agreement with our data
within the 1σ (shaded regions). On the hot side, however, the
Hawcroft et al. and Vink & Sander scaling already start to devi-
ate from most of the data. Notably, Hawcroft et al. (2023) discuss
that their V∞e are mostly in agreement with the scaled Galactic
values for Teff > 21 kK, but this is likely due to their larger val-
ues for 3esc,Γ.

Overall, our empirical findings argue for a relatively weak
scaling of 3∞(Z), even on the hot side of the bi-stability jump.
This is further supported by our findings for 3∞(Teff) discussed
above. Considering our 3∞(Teff)-relation without the “outlier”
AV 104 (cf. Fig. 17), we more or less obtain the slope of
Hawcroft et al. (2023), but shifted upward by ∼400 km s−1. No-
tably, this shifted relation essentially aligns with the LMC re-
lation found by Hawcroft et al. (2023), implying that there is
not really a metallicity difference in the terminal velocities of
“normal” OB stars. Instead, the lower metallicity environment
of the SMC seems to bear more objects that defy the 3∞(Teff)
and V∞e (Teff) relations (“outliers”).
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from Leitherer et al. (1992) and the thin dashed green line below it is
the metallicity scaling found by Hawcroft et al. (2023). The brown hor-
izontal lines indicate the velocity scaling proposed by Vink & Sander
(2021).

6.2. Mass-loss rates and clumping

The derived mass-loss rates of our SMC B supergiant sample are
plotted against their luminosities in the upper panel of Fig. 19,
where we compare them to literature values for other OB stars in
the SMC from Bouret et al. (2013), Ramachandran et al. (2019),
Bouret et al. (2021), and Rickard et al. (2022). We further added
the recent SMC binary analysis results by Pauli et al. (2022,
2023) and Rickard & Pauli (2023). It is evident that the SMC
is an environment where objects with a wide range of mass-
loss rates can be found. The results from Rickard et al. (2022)
of the O star population in NGC 346 unveiled a sample of non-
supergiant O stars with very weak mass-loss rates that fell below
previous theoretical expectations, raising the question whether a
star actually loses a relevant amount of mass via stellar winds
during the main sequence in this low-metallicity environment.
However, our BSG results as well as studies of O supergiants and
other evolved stars underline that wind mass loss is definitely not
negligible after the main sequence.

One has to be careful when assigning spectral types to mass-
loss regimes as the implicit assumption about the evolutionary
status may not be correct, as for example recently demonstrated
by Pauli et al. (2022) for the ULLYSES target AV 476. Still,
already the color-coding of the different luminosity classes in
Fig. 19 highlights that there is no simple scaling of Ṁ with the
stellar luminosity L for all OB-type stars. Instead our B super-
giants as well as the O supergiants analyzed by Bouret et al.
(2013, 2021) and Ramachandran et al. (2019) are located above
the bulk of the dwarfs in the Ṁ-L-plane. Further detailed studies
of more objects will have to see if the current overlap will re-
main or is largely an effect of missing wind information (due to
the lack of UV data) or unresolved multiplicity.

In addition to the direct scaling with the luminosity L, it can
also be insightful to consider the “modified wind momentum”
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Fig. 19. Mass-loss vs. luminosity (upper panel) and modified wind-
momentum vs. luminosity (lower panel) diagrams of SMC OB stars of
different sources and luminosity classes. The different symbols mark
different studies and different colors/sizes mark different luminosity
classes. Error bars are not shown for visual clarity. The literature val-
ues are slightly translucent whereas the diamonds represent our sample
BSGs. The error bars in the lower right corner indicate the typical as-
sociated errors for our sample. The scatter points with downward black
triangles denote upper limits.

(e.g., Kudritzki et al. 1999)

Dmom = Ṁ3∞
√

R/R⊙, (3)

which is expected to scale with stellar luminosity L for radiation-
driven winds following the (modified) CAK theory (Castor et al.
1975; Pauldrach et al. 1986; Kudritzki et al. 1989). The lower
panel of Fig. 19 showing the corresponding quantities reveals
that even within the regime of our analyzed BSGs there is a con-
siderable scatter, despite the overall trend toward larger Dmom
with higher L. For the highest luminosities, the scatter seems
to get smaller, but there is also a smaller sample and a mixture
of different types of objects. Notably, also the recently analyzed
binary stars seem to follow the general trends. As the studies in-
clude both pre- and post-interaction binaries, this indicates that
disentangled binary components do not severely differ in their
wind properties from isolated stars with similar parameters.

Considering the clumping parameter f∞, we do not see a
clear trend along the BSG domain (see Table 3). For the cool
Galactic BSGs, Bernini-Peron et al. (2023) found a tendency to-
ward smoother winds ( f∞ → 1), in line with recent simulations
(Driessen et al. 2019). We still find some of the cool BSGs in the
SMC preferring a smooth-wind solution, but also have objects
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that require higher amounts of clumping, in particular AzV 362
and AzV 22, where f∞ = 0.1 is demanded by their Hα profile –
the latter, in line with the significantly high clumping Parsons
et al. (2024) also found. However, Parsons et al. (2024) also
found evidence of clumping in AzV 234, for which we required
a basically smooth wind

The hot BSGs show generally a higher degree of clumping,
but again with notable exceptions. For several targets, there is no
strong preference for a particular value of f∞ (see also the discus-
sion in Bernini-Peron et al. 2023) and we took this into account
by assigning a larger error bar to the corresponding mass-loss
rates.

As the BSG regime is a stage which most of massive stars
ought to pass – and some stars may spend a considerable time
in (cf. Sect. 4.2) – , it is important to benchmark theoretical pre-
dictions (which are applied to stellar evolution codes) with spec-
troscopic empirical values. Given that the temperatures of our
BSGs span across the bi-stability jump region, we can use their
properties to study the behavior of Ṁ versus Teff . In the first
panel of Fig. 20 we compare both quantities for each star as well
as with their respective Γe.

In the figure, we notice an overall downward trend, which
is related to the progressively lower luminosities at lower Teff .
There is also a correlation between Γe and Ṁ, where stars farther
from the Eddington limit are showing lower mass-loss rates, no-
tably with a large scatter at ∼19 kK. This temperature coincides
with the drop in V∞e discussed above.

To better address whether or not there are “jumps” in Ṁ(Teff),
it is worth correcting for the different intrinsic stellar luminosi-
ties in this comparison. In the lower panel of Fig. 20 we show the
transformed mass-loss rates Ṁt, introduced by Gräfener & Vink
(2013), where the stars are scaled to the same luminosity and
terminal velocity 3∞ – essentially tracing the emission measure
of the mass loss. Numerically, this scaling of the mass-loss rates
is defined as Ṁt = Ṁ · f −1/2

∞ · (103 km s−1/3∞) · (106 L⊙/L)3/4.
From Fig. 20, it is evident that there is only a weak decline

of Ṁt(Teff). Moreover, the correlation between Γe and Ṁ is much
more diluted. This result hints at a more constant behavior of the
mass-loss rate with temperature.

6.3. Comparison to mass-loss rate recipes

Our derived mass-loss rates can be compared with different the-
oretical predictions (“mass-loss recipes”) from the literature that
apply to the SMC metallicity, namely: Vink et al. (2001, V2001),
Krtička et al. (2024, K2024), and Björklund et al. (2023, B2023).
There are also recipes by Bestenlehner (2020) and Gormaz-
Matamala et al. (2023), but they only apply to the O-star regime.
We discuss the three applicable to BSGs in the following para-
graphs:

V2001 Vink et al. (1999, 2000, 2001) derived mass-loss rates
based on Monte-Carlo simulations for computing the radiative
acceleration, ensuring a global hydrodynamical consistency of
the wind (i.e., the consistency between radiative acceleration and
mechanical acceleration can be violated locally, but the values
integrated over the total wind are equal). This series of stud-
ies predicted that, due to the recombination of Fe iv into Fe iii,
the mass-loss rates ought to increase relatively sharply within a
short effective temperature range between 27 kK ≳ Teff ≳ 20 kK.
This was associated with the bi-stability jump region and es-
tablished the paradigm that mass-loss rates are expected to in-
crease when massive stars evolve toward cooler temperatures.
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Fig. 20. Upper panel: Mass-loss rates vs. effective temperature. The
scatter points are color-coded by their Γe values. The three points out-
lined in fuchsia in each plot are the BSGs whose Balmer line profiles
were peculiar, and thus have less reliable empirical values for the mass-
loss rates. Lower panel: Transformed mass-loss rates (Gräfener & Vink
2013) vs. effective temperature. The color-coding is the same as in the
upper panel.

Later on, Monte-Carlo models with local hydrodynamical con-
sistency endorsed the presence of the jump (Vink 2018; Vink &
Sander 2021). Considering metallicity effects, the derived mass-
loss rates are expected to scale with Ṁ ∝ Z0.64 for B stars and
Ṁ ∝ Z0.69 for O stars.

K2024 Krtička et al. (2021, 2024) derived mass-loss rates using
the METUJE stellar atmosphere code Krtička & Kubát (2017) to
obtain BSG properties. Their models solve the velocity structure
consistently with the computed line acceleration, which is per-
formed in the Sobolev approximation, but scaled to account for
the difference to a comoving frame calculation. They found that
the wind of BSGs on the hot side of the bi-stability jump should
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be driven mostly by C, Si, and S while on the cool side Fe iii
should be dominant. For Galactic stars, they obtained an increase
of the mass-loss rate on the cool side of the bi-stability jump.
However, their increase is more gradual and less intense than
the one in Vink et al. (2000), and happens at lower temperatures
(Teff ∼ 19 kK), which seems to align better with recently deter-
mined values for Galactic BSGs by (Bernini-Peron et al. 2023).
The Krtička et al. findings also align with the results by Petrov
et al. (2016), who found a jump at ∼20 kK. When considering
different metallicities, Krtička et al. find a scaling of Ṁ ∝ Z0.6,
which is in agreement with the empirical findings from Marcol-
ino et al. (2022), who compiled literature CMFGEN results for
O- and early-BSGs. Additionally, for lower metallicities, the in-
crease in mass-loss rates is less pronounced, so such an increase
manifests more as a mild interruption toward lower temperatures
in an overall decreasing Ṁ(Teff)-trend.

B2023 Björklund et al. (2023) uses the comoving-frame ver-
sion of FASTWIND to calculate a grid of hydrodynamically con-
sistent models. The resulting mass-loss rates are then fitted as-
suming a multivariate power law to describe the dependence of
Ṁ on the different stellar parameters. The physical and numeri-
cal basics of this method is similar to the approach in METUJE
(Krtička & Kubát 2010, 2017) and PoWR (Sander et al. 2017,
2020), albeit the three codes differ severely in their detailed as-
sumptions and implementations. However, the recipe derived by
Björklund et al. (2021, 2023) differs considerably from the other
mass-loss descriptions as Björklund et al. obtain essentially a
monotonic decrease in the relation between Teff and Ṁ without
any bi-stability jump.

Discussion A comparison between our derived mass-loss rates
and the predictions from the aforementioned recipes is shown in
Fig 21, assuming 0.2 Z⊙ for the metallicity of the SMC. Previ-
ous studies of OB dwarfs in the SMC (e.g., Ramachandran et al.
2019; Rickard et al. 2022) find mass-loss rates far below V2001.
Yet, the picture is more complex for supergiants. Among the ear-
liest targets, mostly with spectral types of B0 and B0.5, we find
mass-loss rates more compatible with V2001 and K2024 predic-
tions, which in general predict similar Ṁ.

These results align well with those from Evans et al. (2004a)
and Trundle et al. (2004), who obtained Ṁ values slightly higher
than Vink et al. predictions for 0.2 Z⊙. Using the data from
Bouret et al. (2021), whose analysis method is similar to ours, we
can extend our discussion to also include the regime of O super-
giants (OSGs). The trend of the early-type supergiants aligning
with the V2001 predictions remains.

Other studies using different codes and methodologies also
find a similar behavior for OSGs. In particular, Ramachandran
et al. (2019) found that their only OSG, unlike their O giants and
dwarfs, agrees with V2001. However, only two of them should
be considered seriously as they attribute a low confidence to the
other three objects as they are suspected or known binaries. The
early O3-supergiant component of SSN 7 in NGC 346 studied by
Rickard & Pauli (2023) even has a mass-loss rate above V2001.
Unless all these early supergiants are subject to further multi-
plicity, we suggest there is a dichotomy in the mass loss between
dwarfs and supergiants as partially indicated by Fig. 19. Inter-
estingly, the agreements with V2001 for the SMC are contrary
to the findings for Galactic OB stars (of all types/classes), where
Vink et al. (2000) overestimates Ṁ by a factor of ∼3 when con-
sidering the effects of clumping (e.g., Najarro et al. 2011; Kr-
tička & Kubát 2017; Hawcroft et al. 2021). This could imply

that OSGs and early-BSGs might have a different Ṁ(Z)-scaling
compared to early OB-giants and -dwarfs.

While the root of this remains so far unclear, recent theo-
retical studies of the winds of WR stars (Sander & Vink 2020;
Sander et al. 2023) revealed a more shallow metallicity scaling in
the optically thick wind regime and a transition toward a steeper
dependence when the winds get optically thin. Possibly, there
could also be a different metallicity scaling between OB dwarfs,
giants, and supergiants, assuming this coincides with different
wind density regimes. Then, the scaling of the supergiant regime
would likely be flatter than the scaling for the dwarf regime
– where we might see the “weak wind phenomenon” (Martins
et al. 2005; Marcolino et al. 2009) already at much higher lumi-
nosities in the SMC as recently discussed in Ramachandran et al.
(2019). Remarkably, the proximity between empirical mass-loss
determinations and the V2001 recipe for early BSGs appears to
happen for LMC stars as well (Verhamme et al. 2024), which
strengthens this scenario. Yet, it is worth considering the poten-
tial origin of the supergiants in the SMC. In the lower metallicity
of the SMC, evolution models such as Klencki et al. (2022) pre-
dict a considerable number of (partially) stripped stars appearing
as hot supergiants. Stripped stars have a higher L/M-ratio and
thus show a stronger wind, which would naturally explain why
the supergiants are not in line with the trend from dwarfs and
giants. However, we do not find clear evidence that our sample
BSGs are necessarily stripped.

Moving to cooler temperatures, most of the B1, B1.5, and
B2 targets yield values between the predictions by V2001 (cool
side) and K2024, with a slight preference for the former. Addi-
tionally, in this temperature regime, K2024 is very similar to the
Ṁ values of V2001 (hot side) extended to the cool side (i.e., if we
ignore the jump). For stars later than B2, the inferred mass-loss
rates agree very well with the Krtička et al. SMC predictions,
thus behaving very similarly to the cool BSGs in the Milky Way
(Bernini-Peron et al. 2023).

Considering the overall trend, we notice a general agreement
between our findings and the theoretical Ṁ predictions by K2024
and V2001 for OSGs and early-BSGs. The predictions of K2024
further agree with our derived values for most early and later
BSGs. Interestingly, K2024 seems to underpredict Ṁ in the tem-
perature interval between ∼23 and ∼19 kK (or between ∼B1 and
∼B2). Conversely, the predicted increase in Ṁ by V2001 yields
values higher than our empirical data, albeit within the consid-
ered error margin for some targets. For the vast majority of stars,
B2023 underestimates the empirical Ṁ.

From these results, we do not find clear evidence for a sharp
increase in the mass-loss rate when passing the bi-stability jump
region predicted by V2001 toward cooler temperatures. This is in
line with a recent larger-sample optical analysis of BSGs in the
Milky Way by de Burgos et al. (2024a), who also could not find
an increase of the mass-loss rate. For the SMC BSGs, we find the
mass-loss rates on the cool side of the jump to be lower by more
than one order of magnitude compared to V2001, despite the
good agreement on the hot side. However, we notice that recipes
ignoring the presence of a jump (B2023 and the extrapolated
hot-side V2001) underpredict the amount of mass loss by about
an order of magnitude. Hence, our results indicate that there is a
change in the Ṁ(Teff)-behavior in the bi-stability region and not
just a smooth downward trend.

7. Conclusions

In this work we presented a thorough analysis of a representa-
tive sample of BSGs in the SMC. Using CMFGEN model at-
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Fig. 21. Upper panel: Different mass-loss prescriptions applied to a
generic star with the same properties but varying Teff for illustrative
purposes, to facilitate the visualization of the predicted Ṁ(Teff) behav-
iors. Vink et al. (2001) rates are represented by white circles, Krtička
et al. (2024) by white squares, and Björklund et al. (2023) by white tri-
angles. Middle panel: Comparison between different mass-loss rate pre-
scriptions and inferred values for the sample stars (black diamonds) and
OSGs from Bouret et al. (2021, gray pentagons). The fuchsia-outlined
diamonds are the targets where we did not find a satisfactory fitting of
Balmer lines. The applied theoretical values have the same symbols as
the upper panel. The stars are ordered according to their Teff in the up-
per axis. The lower axes show the spectral types of each star. Lower
panel: Similar to the previous panel, but showing the ratio of the pre-
dicted according to each recipe (Ṁth) to our empirical determinations.
The symbols follow the same encoding from the previous panels.

mospheres as well as the ULLYSES/XShootU large and homo-
geneous dataset plus additional archival data, we could analyze
the UV and optical regime of 18 BSGs with unprecedented qual-
ity, spanning a temperature range between 12.5 and 27.5 kK and
spectral types from B0 to B8. This comprises the widest mul-
tiwavelength study on B supergiants in the SMC where photo-
spheric and wind properties were obtained. From the derived

photospheric properties we could constrain their evolutionary
context, from which we draw the following conclusions:

– The BSGs in general are evolved objects. From comparison
with two evolutionary sets of single-star evolution models
(G13 and B11), they are either main-sequence objects close
to the TAMS (for the early-type stars) or already in the H-
shell burning stage for the late-type objects.

– While the G13 tracks reproduce the properties of later-
type BSGs considering physical properties and appropriate
timescales, they cannot explain the hotter BSGs. On the other
hand, the B11 tracks, which have higher overshooting, can
reproduce the early BSGs in the HRD, although not the ob-
served rotation and chemical abundances. The post-main-
sequence evolution happens quickly in the B11 models, so
they cannot explain the existence of late-type BSGs.

– The G13 models also yield a better overall agreement be-
tween the spectroscopic and the evolutionary masses com-
pared to B11 and previous Mspec-Mevol comparisons (Trun-
dle et al. 2004; Trundle & Lennon 2005). Additionally, we
confirm the previously reported trend of higher evolutionary
masses for less massive and less luminous BSGs.

– While none of our objects have clear spectral indication for
multiplicity, we cannot rule out multiplicity-based origins for
our BSG sample stars. The obtained CNO abundance ratios
are roughly in line with existing scenarios. However, the He
enrichment is lower than currently predicted in merger sce-
narios, albeit with specific predictions for merger scenarios
in the SMC still missing.

– When comparing the BSG sample with the abundances of
(partially) stripped stars, we find partial agreement. How-
ever, several stripped stars show stronger enrichment in ni-
trogen than our sample stars.

Our study marks the first work analyzing a big sample of UV
spectra for BSGs in the SMC with a stellar atmosphere code.
Moreover, this is the first time both clumping and X-rays have
been included when studying UV wind diagnostic lines in this
regime. Similarly to the Galactic study by Bernini-Peron et al.
(2023), we can put the following constraints on the X-ray emis-
sion of BSGs within the SMC:

– We obtained a wide range of LX/L-ratios for the different
stars in our sample. In general, the early-type BSGs have
−8.0 ≲ log(LX/L) ≲ −7.0, while late-type BSGs have
−9.0 ≲ log(LX/L) ≲ −7.5.

– Our derived values are based on the parameterized ad hoc im-
plementation within the wind-shock paradigm. We also find
that there are degeneracies in the X-ray parameters with dif-
ferent values leading to a similar effect on the wind lines.
However, some degeneracies can be lifted by making rea-
sonable physical assumptions. For instance, it is not expected
that cool BSGs, which in many cases have winds slower than
300 km s−1, can produce shocks that are energetic enough to
generate TX ∼ 1.0 MK. This in particular sets constraints for
the later-type BSGs.

With the wind diagnostics given from the UV spectra and
the sample covering a wide temperate range across the presumed
bi-stability jump region, we gain the following insights into the
wind velocities in this regime:

– We find good agreement between our obtained terminal ve-
locities and those fro the previous literature. However, we
obtain systematically lower values relative to Hawcroft et al.
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(2023, XShootU Paper III) while the comparison with Par-
sons et al. (2024), both employing the SEI method, yields a
good agreement.

– We find a clear jump in the escape-normalized terminal ve-
locity at ∼19 kK, very similar to what was found for Galactic
BSGs at about 21 kK (Lamers et al. 1995).

– For cooler BSGs, we obtained a large spread in the escape-
normalized terminal velocities, meaning that none of the
proposed Z/Z⊙-scalings is clearly preferred. For early-type
BSGs, a small, possibly even vanishing scaling term seems
to reproduce the empirical findings better, while the scaling
from Hawcroft et al. (2023) and Vink & Sander (2021) pre-
dict velocities that are too low, albeit still within the 1σ error.

Lastly, we can draw the following conclusions on the wind
mass loss of BSGs by comparing our derived properties with
literature results and theoretical predictions:

– For the early-type BSGs, we find a good overall agreement
between the different Ṁ recipes. However, we tend to find
the best overlap with the predictions from Vink et al. (2001),
similar to what Evans et al. (2004a) obtained, with some ob-
jects even exceeding the predicted values. This result aligns
very well with the literature studies for SMC OSGs using
different methodologies.

– Given that literature studies for SMC OB giants and dwarfs
yield mass-loss rates clearly below the predictions from Vink
et al. (2001), we suggest that there may be a dichotomy in the
scaling of mass loss with metallicity between supergiant and
non-supergiant OB stars.

– In the bi-stability jump region (i.e., between ∼23 and
∼19 kK), the derived Ṁ is found to be between Vink et al.
(2001) and the other recipes that do not predict a jump. For
stars cooler than this Teff range, the Krtička et al. (2024)
predictions that include a small increase align best with the
empirical values, similarly to what was recently found for
Galactic BSGs (Bernini-Peron et al. 2023; de Burgos et al.
2024a).

– Our findings do not support the smooth, monotonic decrease
in Ṁ(Teff) suggested by Björklund et al. (2023). Instead, our
results outline a scenario where Ṁ(Teff) does not have a clear
bump or jump, but rather stays constant or increases very
mildly between ∼25 and ∼16 kK.

– The escape-normalized terminal wind velocities for the SMC
BSGs show a rather sharp drop at around ∼19 kK. Notably,
the temperature of this drop does not directly align with any
change in the mass-loss rate behavior.
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Table A.1. Additional spectra used in this study. The PI abbreviations
read: Vi for J. Vink, Ev for C. Evans, Eh for P. Ehrenfreund, Ro for
W.R.J. Rolleston, Co for R. Cooke, and Ol for C. Oliveira

Instrument Obs. date Resolution/Grating PI
AzV 235

X-Shooter (IR) 2020-10-28 8000 Vi
UVES (blue) 2001-09-28 42000 Ev
UVES (blue) 2001-09-28 40000 Ev

AzV 362
X-Shooter (IR) 2020-11-10 8000 Vi
UVES (blue) 2001-11-02 30000 Ev
UVES (red) 2001-11-02 31000 Ev

Sk 191
UVES (blue) 2001-09-27 53000 Eh
UVES (red) 2001-09-27 56000 Eh
UVES (blue) 2001-11-01 30000 Ro
UVES (red) 2001-11-01 31000 Ro
UVES (blue) 2016-10-29 75000 Co
UVES (red) 2016-10-29 65000 Co
UVES (blue) 2016-11-01 75000 Co
UVES (red) 2016-11-01 65000 Co
UVES (blue) 2016-11-02 75000 Co
UVES (red) 2016-11-02 65000 Co

2012-02-04 G160M+G130M Ol
2011-08-18 G160M+G130M Ol
2011-05-01 G160M+G130M Ol
2011-01-07 G160M+G130M Ol
2010-09-27 G160M+G130M Ol

HST-COS 2010-06-11 G160M+G130M Ol
2010-04-23 G160M+G130M Ol
2010-02-11 G160M+G130M Ol
2009-10-27 G160M+G130M Ol
2009-09-16 G160M+G130M Ol

Appendix A: Additional observational data

In Table A.2, we list information on the observed spectra. We
provide the observation dates for each BSG spectrum. For the
UV, this information is retrieved via the ULLYSES search form
and for the optical data this information is listed as output from
search on ESO-archive portal. For the comments on individual
stars provided in appendix D, we further used additional spectra
for which analogous information is given in Table A.1.
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Appendix B: Atomic data

In Table B.1 we list the ions as well as the number of levels,
superlevels, and transitions used in our models for the earlier (E)
or later (L) spectral types of the BSG sample. The split between
these “groups” is set at 21 kK, roughly corresponding to the B1
spectral type.

Table B.1. Ions and number of levels, superlevels, and transitions con-
sidered per ion used in our B supergiant models. The group letters in-
dicate whether the ion is used in the early set (E), representing models
hotter than 21 kK, or in the late set (L).

Ion group levels superlevels transitions
H I EL 30 30 435
He I EL 69 69 905
He II EL 30 30 435
C II EL 39 21 202
C III EL 243 99 5528
C IV EL 64 64 1446
N I L 104 44 855
N II EL 105 59 898
N III EL 287 57 6223
N IV EL 70 44 440
N V EL 49 41 519
O I L 199 58 4193
O II EL 340 137 8937
O III EL 104 36 761
O IV EL 64 30 359
O V EL 56 32 314
O VI E 65 65 1569
Ne II EL 48 14 328
Ne III EL 71 23 460
Ne IV EL 52 17 315
Ne V EL 166 37 1813
Mg II EL 45 18 362
Mg III EL 201 29 3052
Al II EL 58 38 270
Al III EL 65 21 1452
Si II EL 80 52 628
Si III EL 147 99 1639
Si IV EL 66 66 1090
P IV EL 90 30 656
P V EL 62 16 561
S III EL 44 24 193
S IV EL 142 51 1503
S V EL 101 40 831
Ca III EL 110 33 868
Ca IV E 378 43 8532
Ca V E 613 73 18272
Cr II L 1000 84 66400
Cr III EL 1000 68 73962
Cr IV EL 234 29 6354
Cr V E 223 30 4124
Cr VI E 215 30 4406
Mn II L 1000 58 49066
Mn III EL 1000 47 70218
Mn IV EL 464 39 19176
Mn V E 80 16 867
Mn VI E 181 23 2005
Fe II L 827 62 13182
Fe III EL 607 65 6670
Fe IV EL 1000 100 37899
Fe V EL 1000 139 37737
Fe VI E 1000 59 6670
Ni II L 1000 59 33555
Ni III EL 150 24 1345
Ni IV EL 200 36 2337
Ni V EL 183 46 1524
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Appendix C: Rotation and macroturbulence

In Table C.1, we list the complete set of broadening velocities
for our sample stars obtained with the IACOB Broad tool for the
He i λ4713 and Si iii λ4552 (or Mg ii λ4481 for later BSGs) lines.

For AzV 187, the minimum value derived by the tool is iden-
tical to the lower limit that can be obtained. Therefore, we in-
stead use a more realistic value obtained by convolving the ob-
served spectrum. We indicate this in Table C.1 by providing the
automatic and the finally adopted value separated by a double-
lined arrow (“⇒”). Likewise, the uncertainties ∆3 sin i and ∆3mac
can be severely underestimated if both diagnostics yield a very
similar value. In such cases, we increase the adopted uncertainty
to the average of the standard deviation of the overall sample.
This is indicated in Table C.1 with a single-lined arrow (→)
where the values on the left are the derived standard deviations
between the He and metal lines, and the new uncertainty is given
on the right. However, in some cases, we notice that ∆3fft is larger
than the updated uncertainties in 3 sin i. Hence, we further update
∆3 sin i in those cases yielding the final values given to the right
of the half-arrows (“⇀”). The final values for the broadening
values and their respective uncertainties employed in our analy-
sis are written in boldface.
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Table C.1. Rotation and macroturbulence values of the sample BSGs obtained by applying the IACOB Broad tool to He i λ4713 and a metal line
(Si iii λ4552 for BSGs earlier than B3 and Mg ii λ4481 for later BSGs). Values to the right of the arrows (⇒,→, and⇀) and/or in boldface indicate
the values officially adopted (see text).

Star Sp. type 3 sin iHe 3He
mac 3He

fft 3 sin iMetal 3Metal
mac 3Metal

fft ∆3 sin i ∆3mac ∆3fft
AV235 B0.2 Ia 46 114 81 39 88 64 5→ 10⇀ 12 18→ 39 12
AV215 BN0 Ia 42 119 81 86 63 87 31 40 4
AV488 B0.5 Iaw 37 108 75 55 60 62 13 34 9
AV104 B0.5 Ia 73 55 78 73 33 73 0→ 18 17 4
AV242 B0.7 Iaw 42 75 58 40 78 74 1→ 10⇀ 12 2→ 30 11
AV266 B0.7 Ia 75 10 70 44 75 61 22 46 6
AV264 B1 Ia 19 107 59 44 52 51 18 39 6
AV210 B1.5 Ia 31 87 56 25 73 49 4→ 10 10→ 30 5
SK191 B1.5 Ia 73 65 78 57 87 81 11→ 16 12→ 30 2
AV78 B1 Ia+ 50 45 53 26 63 48 17 13→ 21 4
AV18 B1.5 Ia 43 68 54 41 52 52 1→ 10 11→ 23 1
AV472 B1.5 Ia 42 59 57 32 41 48 7→ 10 13→ 19 6
AV187 B3 Ia 11 57 50 11⇒ 40 39 48 0→ 10 13→ 18 2
AV362 B3 Ia 11 76 47 14 55 42 3 15→ 25 4
AV22 B3 Ia 37 47 48 42 11 44 10 25 3
AV234 B2.5 Ib 29 45 38 14 42 34 11 2→ 17 3
SK179 B3 II 86 27 88 83 115 117 2→ 20⇀ 21 62 21
AV343 B8 Iab 14 63 45 45 23 49 22 28 3

Fig. C.1. Output of IACOB Broad tool for AzV 18 applied to
Si iii λ4552.

Fig. C.2. Output of IACOB Broad tool for AzV 18 applied to
He i λ4713.
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Fig. C.3. Output of IACOB Broad tool for AzV 187 applied to
Mg ii λ4481.
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In Fig. C.2 and Fig. C.1, we show the output of the IACOB
Broad tool for obtaining the 3 sin i and 3mac of AzV 18. The first
figure depicts the application to Si iii λ4552 while the second fig-
ure shows the application to He i λ4713. In this case, the values
from both lines are in good agreement. However, this is not the
case for all targets, as for example shown in Fig. C.3 where we
depict the results for the Mg ii λ4481 line in AzV 187. For this
object, the best-fit 3 sin i is the minimum value (10.7 km s−1) and
the 1σ and 2σ intervals (i.e., the uncertainty) in the goodness-
of-fit plot are very large. In such situations, we disregard the
derived 3 sin i value and instead test different values by convolv-
ing the synthetic spectrum. Still, we keep the 3mac provided by
IACOB Broad tool for the metal line 3Metal

mac . Such procedure is
illustrated in Fig.C.4.
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Fig. C.4. Model spectra of AzV 187 with different rotational broaden-
ing illustrating the fitting process after the unsuccessful application of
IACOB Broad tool for this target in particular. The macroturbulence is
kept fixed (3mac = 48 km s−1) in all the spectra.

Appendix D: Comments on Peculiar Targets

AzV 235 (B0.2 Ia) The peculiarity of this target is the presence
of an unusually strong Hα, which was reported by Evans et al.
(2004a). Compared with the old archival UVES spectrum, we
see that the strong Hα is still there. However, the data for 2001
seems to have an extra increase on the blue part of the line, which
is mirrored by the Hβ profile. See Fig. D.1.

In our modeling we were not able to have the intensity of Hα
and Hβ compatible with the observed spectrum even by apply-
ing very different clumping settings (i.e., very low f∞ = 0.02),
enforcing clumping to start deeper in the wind and using a
clumping-profile law that produces a smooth wind at terminal
speed (Najarro et al. 2011). The exploration of other clumping
settings was also motivated by the presence of an unusual behav-
ior at the IR spectrum. For example, we noticed that the Brack-
ett series is also in strong emission with possible double-peaked
structure (see Fig. D.2). This double-peaked feature appears to
happen with He i λ10830 as well.

In general, double peak profiles are sign of disk emission,
which could also explain the presence of the super strong Hα
emission. Moreover, we also notice a slight IR excess in this star
(see first panel of Fig. F.1 in the appendix F available at Zenodo),
which can also be due simply to higher wind-density via free-
free emission. Another possible explanation for the Hα is the
presence of a circumstellar nebula. However, there is to date no
clear signs of nebula region around this star.
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Fig. D.1. Time variation between 2001 (dark blue line) and 2020 (red
line) of the spectrum of AzV 235 in the regions of Hα and Hβ.
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Fig. D.2. Observed (black line and dots) and model (red line) spectrum
of AzV 235 around He i λ10830 (upper panel) and Part of the Bracket
series (remaining panels).

AzV 104 (B0.5 Ia) AzV 104 is found to be a peculiar target be-
cause its UV P Cygni profiles are considerably narrow, indicat-
ing a very low wind speed. Additionally, the profiles of Si iv and
C iv, which usually are well developed in stars as early as B0.5,
do not have emission components. We could only partially re-
produce the lack of emission component by using a very high
wind microturbulence velocity. Evans et al. (2004b) and Parsons
et al. (2024) also had problems in fitting the profiles of Si iv us-
ing SEI.

In Fig D.3 we show the corresponding profiles and N v λ1240
for AzV 104 and AzV 488 as a comparison with a “typical” BSG
of the same spectral type. The N v λ1240 which also seems pretty
weak in AzV 104 likely indicates a low X-ray luminosity, as we
needed a much reduced LX/L to match it.

1535 1540 1545 1550 1555 1560
0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

No
rm

al
ize

d 
flu

x

1380 1385 1390 1395 1400 1405 1410 1415
0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

No
rm

al
ize

d 
flu

x

1220 1225 1230 1235 1240 1245 1250 1255
 [Å]

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

No
rm

al
ize

d 
flu

x

Fig. D.3. Observed (black line) and model (red line) spectrum of
AzV 104 in the regions of N v λ1240, Si iv λ1400, and C iv λ1550. The
UV spectrum of AzV 488 is shown as a gray dashed line for compari-
son.

Sk 191 (B1.5 Ia) For this star, we did not manage to obtain
successful simultaneous fits for Hα and Hβ, which both ap-
pear as quite developed P Cygni profiles. BSGs that display P
Cygni/emission profiles in their Balmer series (at least Hβ) are
considered hypergiants (e.g., van Genderen et al. 1982; Lennon
et al. 1992; Clark et al. 2012), and therefore Sk 191 could be
classified as a BHG under this criterion.

Typically, when bluer Balmer lines present wind signatures,
Hα flux is considerably high, as is the case of AzV 78. How-
ever, the Hα profile of Sk 191 seems rather weak as one would
expect from its Hβ – the reason behind the difficulty for a simul-
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Fig. D.4. Optical time variability of Sk 191. The figure shows the
Balmer lines (upper and lower rows of plots) as well as He i λ4471 and
Si iii λ4552,67,78 in the middle row.

taneous fit. The best compromise we obtained was by adopting
a very high 3cl = 400 and a very low amount of clumping aim-
ing to limit the strength of Hα. Additionally, other lines of the
Balmer series, as well as certain He i lines, seem to display some
wind signatures (either slightly displaced blueward or showing a
P Cygni profile) – see Fig. D.4.

Interestingly, the UV spectrum was much easier to fit, and
even normally problematic lines as Si iv λ1400 and Al iii λ1855
were very well reproduced. The variability in the UV is not ex-
tensive (i.e., without changes to the overall morphology of the
line), as it is possible to see in the Si iv λ1400 in Fig. D.5.
However, in the same figure, we can also notice that the width
of the absorption trough of C iv λ1550 appears to vary about
∼ 100 km s−1, which might also be indicative of variability in
the wind terminal speed, or important ionization changes in the
outer wind.
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Fig. D.5. Time variability in the UV for Sk 191. The upper and lower
panels shows, respectively, Si ivλ1400 and C ivλ1550. The blue curve is
the ULLYSES spectrum.

AzV 362 (B3 Ia) The spectra in the literature of this star show
“typical” well-developed P Cygni Hα (Trundle et al. 2004;
Evans et al. 2004c). This indicates a quite variable behavior. In
the UV, one does not observe strong wind lines, in principle in-
compatible with the strength of the Hα – which could be due
to clumping, though. Such UV-Hα incompatibility happens with
AzV 22 as well, albeit there is nothing particularly unusual about
its line spectrum. Both AzV 362 and AzV 22 are the only cool
BSGs in the sample with a higher degree of clumping.

Looking at the infrared X-Shooter data, we can also notice a
(possibly) inverted P Cygni in He i λ10830, as shown in Fig. D.7.
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Fig. D.6. Time variation of Hβ and Hα of AzV 362. Both lines seem to
show a prominent blueshifted emission in 2001 and 2020. The Hα in
the recent X-Shooter observation even appears as a completely inverted
P Cygni profile, which is also shown in Fig 2. Higher-order Balmer
lines do not show significant variability. The C ii lines are shown for
alignment purposes.
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Fig. D.7. Observed (black line and dots) and model (red line) spectrum
of AzV 362 around He i λ10830.

Variability (and even momentarily unusual shapes) of Hα among
OBSGs is not something uncommon (e.g., Martins et al. 2015;
Kraus et al. 2015), however, given the apparent persistence of
it and the fact that it might be appearing in helium lines, it is
possible that there is something special going on with this object.

The flux of the FUSE spectrum for this star is considerably
higher than the HST UV spectra (cf. Fig. F.3 in the appendix F
available at Zenodo). This is likely due to an incorrect flux cal-
ibration of the FUSE range as other parts of the SED are well
captured by the model.

Appendix E: Fitting diagnostic lines
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Fig. E.1. Illustration of the determination of parameters of AzV 215.
The solid gray lines are the observed spectra. The black filled line is the
best-fit model. The blue dotted(red dashed) line represents a model with
higher(lower) temperature. Likewise, the green dotted(purple dashed)
line shows models with lower(higher) mass-loss rates.

In Fig. E.1, we provide an illustrative example for the spec-
troscopic fitting process to determine the stellar and wind prop-
erties. Different stellar atmosphere models with varying param-
eters are created with Fig. E.1 showing the observed spectrum
compared to models with different values for Teff and Ṁ. Guided
by the knowledge on how different lines are affected by varia-
tions of the atmosphere properties, we obtain the model which
marks the best compromise in fitting the many diagnostic lines
for the different stellar and wind properties.

Similarly to Fig. E.1, in Fig. E.2 we illustrate the process of
obtaining the surface abundance of CNO for one of our targets.
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Fig. E.2. Illustration of the determination of the CNO abundance de-
termination for AzV 18. The observed spectrum is the gray line. The
thick black line is the model we found to have the best compromise be-
tween the diagnostic lines for each element. Each thin line represents
the best-fit abundances for the respective element multiplied or divided
by factors of 2, 3, and 5. This also guided us to adopt an uncertainty of
0.3 dex.
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