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SI1. Supplementary Figures and Tables for Methods of Seismic Data Analysis 

Table S1-1. Summary of 𝑡! − 𝑡" ,	back-azimuths and SNR of the LF and BB events. SNRP and 

SNRS represent the SNR of P and S waves respectively.  

Event Type Quality 𝒕𝑺 − 𝒕𝑷 (s) Back-azimuth 

(degree) 

SNRP 

 

SNRS  

 

S1094b BB A 358.4±5.0 35.9±6.5 7.3 51.4 

S1102a BB B 410.2±10.0 92.0±42.2 7.4 10.9 

S0185a BB B 360.4±7.5 161.0±8.2 4.0 12.3 

S0234c LF C 394.9±10.0 258.5±72.1 2.3 3.4 

S0345a LF C 373.6±10.0 179.0±12.1 2.2 3.6 
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Fig. S1-1. Bandpass filtered waveforms (top), polarization analyses (middle) and spectrograms 
(bottom) of S1094b event. The first and second columns show the (a) P-wave on the vertical 
component and (b) S-wave on the radial component, respectively. The first row shows the raw 
data band-pass filtered between 0.5-0.9 Hz in black and the corresponding envelopes in blue. The 
spectral envelopes, which are computed from the average amplitudes on spectrograms between 
0.5-0.9 Hz, are shown in red with a reversed y-axis. Pink lines highlight the P- and S-arrival picks 
and the pink shaded regions indicate their uncertainties (±2.5 s). The gray shaded regions indicate 
the time windows contaminated by wind or instrumental glitches. The second row shows the 
polarization filtered waveforms in black and the corresponding envelopes in blue. The red curves 
show the vertical polarization attributes for P-wave and horizontal polarization attributes for S-
wave from the Frequency Dependent Polarization Analysis (FDPA). Note that the y-axis is 
reversed for FDPA. Body waves are identified using the post-landing models (1–3) and highlighted 
in black arrows. The third row shows the spectrograms. The SNR of S-wave are 51.4 and 26.1 on 
the radial and transverse components respectively. Therefore, the S-arrival pick is made on the 
radial component here. 
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Fig. S1-2. Comodulation analysis of S1094b event. Top panel: combined energy spectrogram for 
VBB ZNE 20 sps data. Lower panel: VBB ZNE power envelopes (color lines) in different 
frequency bands, and VBB ZNE power between 3.7 – 4.3 Hz (dotted line) and 6.1 – 6.5 Hz (solid 
line). Pressure and wind data were not available for this event. We therefore use the power around 
the known weather-sensitive lander modes at 4 Hz and 6.3 Hz as proxies for atmospheric injection. 
P and S picks as derived in the main text are marked by vertical green and red dashed lines 
respectively. Note the divergence of the seismic power from the expected noise injected by the 
local atmosphere. 
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Fig. S1-3. Bandpass filtered waveforms (top), polarization analyses (middle) and spectrograms 
(bottom) of S1102a event. The first and second columns show the (a) P-wave on the vertical 
component and (b) S-wave on the radial component, respectively. The first row shows the raw 
data band-pass filtered between 0.5-0.9 Hz. The second row shows the polarization filtered 
waveforms and the vertical (left) or horizontal (right) polarization attributes from FDPA. The third 
row shows the spectrograms. Legends are the same as Fig. S1-1. The SNR of S-wave are 5.6 and 
10.9 on the transverse and radial components respectively.  Therefore, the S-arrival pick is made 
on the radial component here. The uncertainties for P- and S-arrival picks are 5 s.  
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Fig. S1-4. Comodulation analysis of S1102a event. Top panel: combined energy spectrogram for 
VBB ZNE 20 sps data. Lower panel: VBB ZNE power envelopes (color lines) in different 
frequency bands, and VBB ZNE power between 3.7 – 4.3 Hz (dotted line) and 6.1 – 6.5 Hz (solid 
line). Pressure and wind data were not available for this event. We therefore used the power around 
the known weather-sensitive lander modes at 4 Hz and 6.3 Hz as proxies for atmospheric injection. 
P and S picks as derived in the main text are marked by vertical green and red dashed lines 
respectively. Note the clear divergence of the seismic power from the proxy for atmospheric power 
across multiple frequency bands for both P and S phases. 
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Fig. S1-5. Bandpass filtered waveforms (top), polarization analyses (middle) and spectrograms 
(bottom) of S0185a event. The first and second columns show the (a) P-wave on the vertical 
component and (b) S-wave on the transverse component, respectively. The first row shows the raw 
data band-pass filtered between 0.3-0.9 Hz for P-wave and 0.5-0.9 Hz for S-wave. The second row 
shows the polarization filtered waveforms and the vertical (left) or horizontal (right) polarization 
attributes from FDPA. The third row shows the spectrograms. Legends are the same as Fig. S1-1. 
The SNR of S-wave are 12.3 and 4.0 on the transverse and radial components respectively. 
Therefore, the S-arrival pick is made on the transverse component here. The uncertainties for P- 
and S-arrival picks are 5 s and 2.5 s, respectively. 
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Fig. S1-6. Comodulation analysis of S0185a event. Top panel: combined energy spectrogram for 
VBB ZNE 20 sps data. Lower panel: Filter bank of the combined ZNE seismic power envelopes 
(color lines) and pressure envelopes at a range of frequencies, with both moment-matched to the 
wind speed time series (gray). P and S picks as derived in the main text are marked by vertical 
green and red dashed lines respectively. The energy of this event is in clear excess of the noise 
predicted by both wind and pressure data. 
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Fig. S1-7. Bandpass filtered waveforms (top), polarization analyses (middle) and spectrograms 
(bottom) of S0234c event. The first and second columns show the (a) P-wave on the vertical 
component and (b) S-wave on the radial component, respectively. The first row shows the raw 
data band-pass filtered between 0.3-0.9 Hz. The second row shows the polarization filtered 
waveforms and the vertical or horizontal polarization attributes from FDPA. The third row shows 
the spectrograms. Legends are the same as Fig. S1-1. The SNR of S-wave are 2.2 and 3.4 on the 
transverse and radial components respectively. Therefore, the S-arrival pick is made on the radial 
component here, but the transverse component is used for the waveform modeling due to its cleaner 
waveforms. The uncertainties for P- and S-arrival picks are 5 s.  
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Fig. S1-8. Comodulation analysis of S0234c event. Top panel: combined energy spectrogram for 
VBB ZNE 20 sps data. Lower panel: Filter bank of the combined ZNE seismic power envelopes 
(color lines) and pressure envelopes at a range of frequencies, with both moment-matched to the 
wind speed time series (gray). P and S picks as derived in the main text are marked by vertical 
green and red dashed lines respectively. The energy in the bandwidth of interest for this event is 
in excess of the expected noise injected over various frequency bands by the local atmospheric 
pressure and wind. 
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Fig. S1-9. Bandpass filtered waveforms (top), polarization analyses (middle) and spectrograms 
(bottom) of S0345a event. The first and second columns show the (a) P-wave on the vertical 
component and (b) S-wave on the radial component, respectively. The first row shows the raw 
data band-pass filtered between 0.3-0.9 Hz. The second row shows the polarization filtered 
waveforms and the vertical or horizontal polarization attributes from FDPA. The third row shows 
the spectrograms. Legends are the same as Fig. S1-1. The SNR of S-wave are 2.5 and 3.6 on the 
transverse and radial components respectively. Therefore, the S-arrival pick is made on the radial 
component here. The uncertainties for P- and S-arrival picks are 5 s. 
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Fig. S1-10. Comodulation analysis of S0345a event. Top panel: combined energy spectrogram for 
VBB ZNE 20 sps data. Lower panel: Filter bank of the combined ZNE seismic power envelopes 
(color lines) and pressure envelopes at a range of frequencies, with both moment-matched to the 
wind speed time series (gray). P and S picks as derived in the main text are marked by vertical 
green and red dashed lines respectively. The energy in the bandwidth of interest for this event is 
in excess of the expected noise injected over various frequency bands by the local atmospheric 
pressure and wind. 
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Fig. S1-11. (a) Comodulation analysis of S0167a event using the weather data. Top panel: 
combined energy spectrogram for VBB ZNE 20 sps data. Lower panel: Filter bank of the combined 
ZNE seismic power envelopes (color lines) and pressure envelopes at a range of frequencies, with 
both moment-matched to the wind speed time series (gray). The arrival of the P phase is uncertain 
due to lack of excess energy, which only appears later during the putative P phase. In addition, a 
strong high-frequency pressure burst builds up at the onset of the S wave. (b) Comodulation 
analysis of S0167a event using the lander modes.  Top panel: combined energy spectrogram for 
VBB ZNE 20 sps data. Lower panel: VBB ZNE power envelopes (color lines) in different 
frequency bands, and VBB ZNE power between 3.7 – 4.3 Hz (dotted line) and 1 – 8 Hz (solid line). 
Due to the uncertainties presented above, we also apply comodulation analysis against the ~4 Hz 
weather-sensitive lander mode. The P phase is heavily contaminated by wind-noise injection and 
shows excess energy only later during the phase in both weather and lander comodulation analyses. 
This suggests that the P phase arrival could either be embedded within the environmental noise or 
have a later arrival time. With this uncertainty, we therefore reject this event as being located 
within a favorable epicentral distance for mantle triplications. 
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Fig. S1-12. (a) Comodulation analysis of S0167b event using the weather data. Top panel: 
combined energy spectrogram for VBB ZNE 20 sps data. Lower panel: Filter bank of the combined 
ZNE seismic power envelopes (color lines) and pressure envelopes at a range of frequencies, with 
both moment-matched to the wind speed time series (gray). The P phase identified for this event 
is likely contaminated by the local weather. The excess seismic energy from the atmospheric 
injection is only clear halfway through the P phase and this could indicate a shorter distance for 
this event.  (b) Comodulation analysis of S0167b event using the lander modes. Due to the 
uncertainties mentioned above, we also apply comodulation analysis against the ~4-Hz weather-
sensitive lander mode, and the total broadband noise above > 1 Hz which is known to correlate 
with the atmospheric injection. Atmospherically-induced lander vibrations during the P phase 
appear to be contaminating the entire phase; comodulation indicates a good match between the 
putative P phase and the clear broadband noise injection that coincides during this phase. While 
the S phase does show clear excess energy from the predicted atmospheric injection, we reject this 
event being within the favorable epicentral distance for mantle triplications due to heavy 
contamination by wind noise which likely embeds the P phase within the environmental noise. 
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Fig. S1-13. Radiation patterns for the (a) P-wave, (b) SH-wave and (c) SV-wave used as the 
seismic source for AxiSEM synthetics. Cyan circles denote the take-off angles. The receivers are 
placed on the equator to the east of the source. This moment tensor was chosen to allow for energy 
from all three types of waves in the receiver direction.  
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Fig. S1-14. Synthetic waveforms for (a) P triplication on the vertical component; and S triplication 
on the (b) transverse and (c) radial components. These synthetics are aligned on the first P- and S-
arrivals and ordered by 𝑡! − 𝑡". The ‘1000’ depth increases from left to right. Black waveforms 
denote the synthetics with the same 𝑡! − 𝑡" values as the five LF and BB events. Background 
color shows the synthetics across the entire distance range of triplications. Model parameters are 
shown in the top of panel (a): ‘1000’ depth, mantle potential temperature (𝑇") and composition 
models. The composition models include DW85 (4), KC08 (5), LF97 (6), TAY13 (7), YM20 (8). 
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Fig. S1-15. Synthetic waveform modeling for (a) P triplications and (b) S triplications. Data are 
shown in black, and synthetics are shown in red. Correlation coefficients (CC) between synthetics 
and data are listed on the right. The mean CC for five events is shown in blue. Model parameters 
are shown in the top of each panel: ‘1000’ depth, mantle potential temperature (𝑇" ) and 
composition models. The composition models include DW85 (4), KC08 (5), LF97 (6), TAY13 (7), 
YM20 (8). 
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SI2. Supplementary Figures and Tables for Structure Models of Mars 

 

Fig. S2-1. Summary of areotherms (mantle temperature profiles) used in this study. The color 
represents the mantle potential temperatures (𝑇"). Three thermal gradients (0.125, 0.150, and 0.175 
K/km) were used for each mantle potential temperature. The black dashed line denotes the 
areotherms from (9). 
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Table S2-1. Three-layer crust model beneath the InSight lander constrained from receiver 
functions (3).  

Depth (km) VP (km/s) VS (km/s) 

0.00 2.76 1.55 

7.98 2.76 1.55 

7.98 4.42 2.54 

20.45 4.42 2.54 

20.45 6.10 3.59 

39.71 6.10 3.59 

39.71 6.87 4.02 

80.00 6.87 4.02 
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Table S2-2. Major element compositions of bulk silicate Mars (crust + mantle) in wt %. 

Composition Models  SiO2 Al2O3 MgO MnO CaO Na2O K2O FeO 

Dreibus and Wänke	(1985) 44.40 3.02 30.20 0.46 2.45 0.50 0.037 17.90 

Lodders and Fegley (1997) 45.49 2.89 29.71 0.37 2.35 0.98 0.110 17.22 

Khan and Connolly (2008) 44.00 2.50 33.00 N/A 2.20 N/A N/A 17.00 

Taylor (2013) 43.70 3.04 30.50 0.44 2.43 0.53 0.037 18.10 

Yoshizaki and McDonough 
(2020) 

45.50 3.59 31.00 0.37 2.88 0.59 0.043 14.70 

Sanloup (1999) (EH45:H55) 47.50 2.50 27.30 0.40 2.00 1.20 N/A 17.70 
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Fig. S2-2. Depth profiles of (a) density, (b) VP and (c) VS derived from the six composition models 
[DW85 (4), EH45 (10), KC08 (5), LF97 (6), TAY13 (7), YM20 (8)] and the areotherms described 
in Fig. S2-1. 
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SI3. Supplementary Figures and Tables for Geodynamic Modeling of 

Thermochemical Evolution of Mars 

 

Fig. S3-1. Illustration of the sensitivity of the phase transition to the present-day thermal structure. 
Two distinct thermo-chemical evolutions are considered. Top: a combination of mantle rheology 
(𝜂0=3 1020 Pa s, E*=420 kJ/mol, V*=1 cm3/mol) and initial thermal state (Tm0=1715 K, Tc0=1935 
K) leading to a relatively cold mantle at present-day with a potential temperature Tp=1627 K. 
Bottom: a combination of mantle rheology (𝜂0=1022 Pa s, E*=200 kJ/mol, V*=5 cm3/mol) and initial 
thermal state (Tm0=1700 K, Tc0=2100 K) leading to a relatively hot mantle at present-day with a 
potential temperature Tp=1807 K. Both models share the same EH45 bulk composition and the 
same core size (Rc=1800 km).  The three columns display the present-day temperature (a,b), 
density (b,e) and seismic velocity (c,f) profiles. The crustal and lithospheric thicknesses (displayed 
in brown and yellow, respectively) are different for the cold and hot models because they result 
from a different thermo-chemical history. The resulting distinct thermal structure allows for the 
occurrence of both deep post-olivine transition (whose depth is depicted by the dashed light blue 
lines) and shallow orthopyroxene-to-clinopyroxene transition (dark blue dashed lines) for the cold 
thermal structure. In contrast, the evolution that yields a hot mantle only allows for the occurrence 
of the deep post-olivine transition.  
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Fig. S3-2. Results of the exploration of the parameter space for the modeling of Mars’ thermo-
chemical evolution. Histograms of the model space compatible with a present-day crustal thickness 
ranging between 39 and 72 km and lithosphere thicker than 500 km (light blue), the evolutions 
that, in addition to crustal and lithospheric thickness requirements, are compatible with the 
occurrence of post-olivine transition at a depth range of Dol-wd=1006±40 km (medium blue). Each 
row corresponds to the bulk compositions listed in Table 3-2. The model space (Table S3-1) is 
sampled 105 times per composition using random uniform distributions. The corresponding 
numbers of thermo-chemical histories that satisfy the requirement for each of the three subsets are 
indicated. The vertical dotted lines represent the minimum and maximum ranges for Dol-wd 
inferred by seismic data. 

 

Table S3-1. Ranges considered for the values of the governing parameters for the modeling of 
Mars’ thermo-chemical evolution. 

Parameter Range 

Initial uppermost mantle temperature, Tm0 1700-2000 K 

Initial core-mantle boundary temperature, 
Tc0 

Tm0 + 100-500 K 

Crustal enrichment factor, 𝛬 5-30 

Mantle reference viscosity, 𝜂0 1020-1023 Pa s 

Mantle effective activation energy, E* 100-500 kJ/mol 

Mantle effective activation volume, V* 0-10 cm3/mol 

Core radius, Rc 1750-1950 km 
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Table S3-2. Bulk concentrations of Heat-Producing Elements for the four Martian compositions 
considered. Note that since KC08 does not assume a specific HPE content, we considered the same 
values as in TAY13. 

Composition \ heat-producing elements content U [ppb] Th [ppb] K [ppm] 

EH45 (10) 14 54 284 

TAY13 (7) 16 56 305 

LF97 (6) 16 55 920 

YM20 (8) 18 68 360 

KC08 (5) 16 56 305 
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Table S3-3: Characteristics (min-max and 1-𝜎 ranges) associated with the EH45 evolutions 
compatible with the post-olivine transition constraints (Dol-wd=1006±40km).  

Characteristics Min-Max range  1-𝜎 range 

Tm0 [K] 1700-1938 1788±54 

𝛬 10-16 13±2 

𝜂0 [Pa s] 1020.1-1022.2 1021.2±0.5 

E* [kJ/mol] 101-499 318±112 

V* [cm3/mol] 0-9.53 5.1±2.6 

Present-day surface flux [mW/m2] 20-24 21±0.7 

Present-day Tp [K] 1556-1673 1621±26 

Present-day Dcr [km] 51-72 63±5 
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Table S3-4: Characteristics (min-max and 1-𝜎 ranges) associated with the KC08 evolutions 
compatible with the post-olivine transition constraints (Dol-wd=1006±40km).  

Characteristics Min-Max range  1-𝜎 range 

Tm0 [K] 1704-1957 1789±70 

𝛬 10-15 13±1 

𝜂0 [Pa s] 1020.4-1021.6 1020.9±0.5 

E* [kJ/mol] 102-386 238±87 

V* [cm3/mol] 0.5-7.6 5.0±2.2 

Present-day surface flux [mW/m2] 21-24 23±0.5 

Present-day Tp [K] 1486-1539 1516±15 

Present-day Dcr [km] 56-71 67±4 
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SI4. Synthetic Tests and Detectability of Mantle Triplications 

4.1 Influence of Focal Mechanisms on Triplicated Waveforms  

To investigate the influence of focal mechanisms on the waveform modeling results, we 

generated 64 arbitrary sources by changing the strike, dip, and rake values of the fault. The strike 

ranges from 0 to 180 deg with a 60-deg step size, and the dip and rake range from 0 to 90 deg with 

a 30-deg step size. We used the best-fitting model with the lowest P-misfit in Fig. 3A (𝑇" =

1605	𝐾, KC08) as an example and computed synthetics with these 64 sources. First, we selected 

three types of sources to compare the waveform differences: 1) normal fault (Fig. S4-1a), 2) strike 

slip (Fig. S4-1b) and 3) reverse fault (Fig. S4-1c) in the synthetic tests. The normal fault source 

here is the same as the one shown in Fig. S1-13 which was used for the synthetic waveform 

modeling. The polarities of P and S triplications vary depending upon the radiation patterns, 

whereas the travel-times remain the same (Fig. S4-1d, e). The amplitudes of crustal phases on the 

vertical and radial components also differ among these models as a result of various sources (Fig. 

S4-1d, e).  

Next, we compare the waveforms from all 64 arbitrary sources. We adjusted the waveforms 

to the same polarities and then quantified the amplitude changes of the triplications as a function 

of the sources. We compared the waveforms in these two time-windows: 1) -5 to 15 s for P 

triplication and 2) -10 to 30 s for S triplication. P triplications display very small amplitude changes 

(5-25%) due to the source variations (Fig. S4-2a). Most amplitude variations are caused by the 

crustal phases which are more sensitive to different focal mechanisms. Similarly, S triplications 

also show <25% amplitude change for most distances, even though a small range of distances can 

have up to 40% amplitude changes (Fig. S4-2b, c). All these waveforms show mean CC greater 

than 0.7 at the same distance. This suggests that the triplicated waveforms are not very sensitive 
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to focal mechanisms mainly due to their similar take-off angles as the first P- and S-arrivals. Since 

we do not have any constraint on the focal mechanisms of the five events used in this study, we 

cannot choose different sources for each event but to assume a constant source for all events for 

simplicity. This synthetic test supports that our waveform modeling results are most likely 

independent from the choice of sources.   
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Fig. S4-1. Effects of focal mechanisms on P and S triplicated waveforms. Three types of sources 
are shown as an example in the synthetic tests: (a) normal fault, (b) strike slip and (c) reverse fault. 
The corresponding synthetic waveforms are shown in (d), (e) and (f) respectively. From left to 
right in each panel are P triplications on the vertical component (Z), S triplications on the 
transverse component (T) and radial component (R). Background colors display the synthetics 
across the entire distance range. The black curves highlight the synthetic waveforms at certain 
distances. 
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Fig. S4-2. Comparisons of P- and S-waveforms from 64 arbitrary sources. (a) P triplication on the 
vertical component (Z), (b) S triplication on the transverse component (T) and (c) radial component 
(R). The gray lines show the individual seismograms from different sources. The black lines 
represent the mean amplitudes of these seismograms.  
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4.2 Sharpness of the 1000-km Discontinuity 

In addition to the ‘1000’ depth, the sharpness of the post-olivine transition (i.e., phase 

transition thickness) can provide additional constraints on the temperature and composition of 

Martian mantle. High pressure phase equilibrium experiments, calculations, and derived models 

demonstrate that the compositional enrichment of iron (11–14) and water content (15–18), as well 

as a lower mantle temperature (17, 19) can broaden the thickness of phase transition (see SI 5.1 

for more details). Here, we define the discontinuity thickness as H. Note that H could be different 

from the phase transition thickness because the relationships between these two parameters could 

become non-linear when most phase transitions only occur within a small width of the phase loop 

(13, 20). We fixed the ‘1000’ depth (1027 km) in the best-fitting model shown in Fig. 3B (𝑇" =

1605	𝐾, YM20) and varied H from 0-200 km with a 10 km interval (Fig. S4-3a, b). The H value 

in the best-fitting model is 84.5 km. We computed the travel-time curves of P and S triplications 

using two end-member models (H=0 and H=200 km) and one intermediate model (H=100 km). 

As the ‘1000’ discontinuity becomes sharper (i.e., decreasing H), the triplications extend to a wider 

distance range, and the travel-times of DE branches are delayed (Fig. S4-3c, d). We computed 

synthetic waveforms using these models with various H values. We used the same method as 

described in the Methods section of “Synthetic Waveform Modeling” to compute these synthetics, 

as well as the misfits between data and synthetics. Our goal is to constrain the discontinuity 

thickness (H) based on the waveform modeling.   

The waveform modeling results for P and S triplications are shown in Fig. S4-4a and Fig. S4-

4b respectively. We show the misfits of P and S triplications as a function of H in Fig. S4-5. The 

P triplication is not very sensitive to the sharpness of ‘1000’ discontinuity because the misfits 

change very little when H is smaller than 120 km. On the contrary, the misfits of S triplications 
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are minimized when H=60 km. S triplications are more sensitive to H because the distances of 

S0185a and S1094b events are close to the lower edge of S triplication (Fig. S4-4b). However, 

these events are all concentrated near the center of P triplication (Fig. S4-4a), thus reducing their 

sensitivity to H. We further compute the total misfits of both triplications which are also minimized 

when H=60 km. As shown in Fig. S4-4b, the synthetic S triplications disappear in S1094b and 

S0185a as H increases from 60 to 100 km. The total misfit also approaches its maximum value 

when H is greater than 100 km (Fig. S4-5). This suggests that the upper bound of phase transition 

thickness is close to 100 km. We also observe that the amplitudes of synthetic S triplications 

become much larger than the data in S1094b and S0185a as H decreases from 60 to 20 km (Fig. 

S4-4b). This leads to the increase of total misfit. Furthermore, the total misfit increases sharply 

when H is decreased from 20 to 10 km (Fig. S4-5). Therefore, we constrain the lower bound of the 

phase transition interval to be 20 km. This lower bound is also consistent with the minimum phase 

transition thickness predicted from mineral physics (Fig. 4b). In summary, based on waveform 

modeling, we constrain the discontinuity thickness to be 60 ± 40 km, corresponding to a pressure 

increase of 0.76 ± 0.51 GPa. This is a more gradual phase transition compared to the sharp 410-

km discontinuity observed on Earth [H<10km or 0.4 GPa, e.g., (21)]. It can be most easily 

explained by the higher iron content in the Martian mantle, but a higher water content could also 

play a role. 
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Fig. S4-3.  Modeling of the sharpness of post-olivine transition. (a) VP and (b) VS profiles of models 
with the discontinuity thickness (H) between 0-200 km. The ‘1000’ depth is fixed at 1027 km 
which is the same as the best-fitting model shown in Fig. 3B. Travel-time curves of (c) P 
triplication and (d) S triplication for the models with H=0, 100 and 200 km. The grey dashed lines 
highlight the S−P times of the five events used in this study.  
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Fig. S4-4. Synthetic waveform modeling of (a) P and (b) S triplications by using models with a 
range of discontinuity thickness (0-200 km). Data are shown in black, and synthetics are shown in 
red. Correlation coefficients (CC) between the synthetics and data are listed on the right. Mean CC 
of five events are shown in blue. The discontinuity thickness (H) is shown in green. The 
background color represents the amplitudes of synthetics. 
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Fig. S4-5. Misfits of P and S triplications as a function of discontinuity thickness (H). The red and 
blue dashed lines represent the misfits of P and S triplications, respectively. The black solid line 
denotes the total misfit. 
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4.3 Depth of the opx to HP-cpx Phase Transition 

The two triplications caused by opx to HP-cpx (Branch A-C) and post-olivine transitions 

(Branch D-F) closely intersect with each other (Fig. 1). Therefore, it was difficult to distinguish 

these two triplications in the data and synthetics (Fig. 2). Here, we performed a synthetic test to 

investigate if the opx to HP-cpx phase transition exists above the MTZ and quantify its depth if 

present. We used the best-fitting model shown in Fig. 3B and removed the ‘800’ discontinuity 

associated with the opx to HP-cpx phase transition, while keeping the upper mantle and MTZ 

structures the same (Fig S4-6a, c). We computed the synthetics using the models with and without 

the ‘800’ discontinuity. We then computed the misfits between data and synthetics using the 

method described in the Methods section of “Synthetic Waveform Modeling”. We find that the 

misfit of P triplication increases from 0.29 to 0.30 (Fig. S4-6b), and the misfit of S triplication 

increases from 0.23 to 0.24 (Fig. S4-6d) after removing the opx to HP-cpx phase transition. 

However, given the small differences in waveform misfits, additional seismic data are needed to 

definitively argue for or against the existence of the ‘800’ discontinuity in Mars.  

Even though we cannot definitively detect the ‘800’ discontinuity, we can still predict its depth 

based on our constraints on the ‘1000’ depth and insights from mineral physics. Over the range of 

bulk compositions considered, the thermodynamic formulation and dataset of (22) estimate that 

the post-olivine and opx to HP-cpx transitions should have Clapeyron slopes of about 2.7 MPa/K 

and 8.4 MPa/K, respectively. The positive Clapeyron slopes indicate that the depths of these two 

discontinuities both increase with temperature (Fig. S4-7a, b). Therefore, the depths of these two 

discontinuities are positively correlated (Fig. S4-7c). The opx to HP-cpx phase transition is more 

sensitive to temperature and increases from 600 to 1000 km depth over the temperature range of 

our models, because its Clapeyron slope is ~3 times larger than that of post-olivine transition. 
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Similarly to Fig. 3, we plot the misfits of P and S triplications as a function of opx to HP-cpx depth. 

Note that the post-olivine transition is the primary contributor to the misfits of triplications. We 

used the same misfit thresholds as described in the main text to select the low-misfit models. The 

depth of opx to HP-cpx is predicted to be 780 ± 169	𝑘𝑚 (Fig. S4-7d) and 854 ± 120	𝑘𝑚 (Fig. 

S4-7e) based on the P and S triplications, respectively. These two depths agree within the 

uncertainty range. Finally, we computed the total misfits (Fig. S4-7f) from which we can predict 

the depth of opx to HP-cpx to be 850±116	𝑘𝑚. We note that this depth range is not directly 

constrained from the seismic data but rather predicted from the correlation between the depths of 

post-olivine and opx to HP-cpx transitions based on mineral physics.  
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Fig. S4-6. Synthetic tests to validate the existence of opx to HP-cpx phase transition. The (a) VP 
and (b) VS profiles of the models with (blue) and without (red) the opx to HP-cpx phase transition. 
The blue model is the best-fitting model shown in Fig. 3B. Synthetic waveform modeling of (c) P 
and (d) S triplications by using the models with and without the opx to HP-cpx phase transition. 
Data are shown in black, and synthetics are shown in red. Correlation coefficients (CC) between 
the synthetics and data are listed on the right. Mean CC of five events are shown in blue. 
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Fig. S4-7. Depth of opx to HP-cpx phase transition inferred from the correlations with the ‘1000’ 
depth. (a) ‘1000’ depth and (b) opx to HP-cpx depth shown as a function of temperature. (c) ‘1000’ 
depth vs. depth of opx to HP-cpx. The black lines are the best linear fitting to the correlations. 
Misfits of (d) P triplication, (e) S triplication and total misfit shown as a function of opx to HP-
cpx depth. The legends are the same as Fig. 3. Color represents the mantle potential temperature. 
Black arrows highlight the best-fitting models shown in Fig. 3.  
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4.4 Detectability of P and S Triplications 

We used AxiSEM synthetics to investigate the detectability of mantle triplications on Mars. 

The detectability study required the knowledge of noise levels on Martian surfaces. SEIS is 

covered by the Wind and Thermal Shield (WTS) to provide protection from wind and thermal 

variations on Mars (23). However, due to the ground coupling between atmosphere and InSight 

Lander/WTS, multiple sources of noise can still contribute to SEIS data such as the environmental 

noise from atmospheric pressure change or wind, and instrument self-noise (24). We used the mean 

noise amplitude spectra from the VBB data in July 2019 (25) to study the characteristics of Martian 

noise. Fig. S4-8 illustrates the comparison between Martian and terrestrial noise (26) in velocity. 

The Martian noise level is significantly lower than Earth, especially between 1-10 s period. On 

Earth, part of the micro-seismic noises originating from ocean waves dominate the 1-10 s period 

range (27). Martian noise is even lower than the New Low Noise Model (NLNM) on Earth due to 

the lack of oceans on the surface. The extremely quiet environment on Mars provides an ideal 

condition to detect subtle seismic signals.  

Martian noise shows strong diurnal variations: the daytime noise level is ~10 times stronger 

than the nighttime noise level (Fig. S4-8). The diurnal difference is due to the more turbulent 

atmospheric activities during the day (24, 28). At the beginning of the mission, the nighttime was 

initially the ideal time to detect seismic events due to the low noise level. However, after one-Earth 

year (six Mars months) of noise evolution, the nighttime noise level increased and converged with 

daytime noise in June 2020, which reduced the number of detectable seismic events. In early 2021, 

the night noise level started to decrease again increasing the chances for new events to be detected. 

The second feature is that the horizontal components (BHN and BHE) are noisier than the vertical 

component (BHZ) in long period range (> 5s). We used the nighttime noise level as the noise floor 
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to determine the detectability of triplications. We computed the average amplitude spectrum 

between BHE and BHN components as horizontal noise level for S-wave detections. The vertical 

(BHZ) amplitude spectrum was used for P-wave detections.  

We used synthetic waveforms of P triplications computed from the EH45TcoldCrust1 model 

(29) to investigate the energy partitioning at triplication distances. We used the same source as 

shown in Fig. S1-13 and increased the dominant frequency to 1 Hz. Unlike in the Methods section 

of “Synthetic Waveform Modeling”, here we turned on crustal and mantle attenuation using the 

attenuation profiles scaled from the Preliminary Reference Earth Model (30). In Fig. S4-9a, two 

triplication patterns are evident in the modeled waveforms, with arrival times consistent with the 

predicted travel-time curves from TauP (31). The earlier triplication matches the ray-theory 

predictions for the structure associated with the ‘800’ discontinuity (opx to HP-cpx), whereas the 

later one is from the ‘1000’ discontinuity (post-olivine transition). In both cases, the synthetics 

show that the amplitudes of the triplicated arrivals are comparable or even larger than that of the 

first P arrivals.  For the P-triplications, the travel-times of the prograde and retrograde branches 

are only ~5 seconds later than first P arrivals. Our synthetics reveal that high frequency waves (1 

Hz in Fig. S4-9a) are required to distinguish each branch, at lower frequencies the triplication is 

expressed as a broadening of the P-waveform at the triplication distance. Furthermore, the 

modeling reveals that the P triplications are followed by crustal reverberations such as Pv85pP 

which do not interfere with the P triplications.  

To determine the detectability of triplications for marsquakes, we cut a 15-s time window 

centered around the triplication at 72 degrees and calculated the amplitude spectrum for 

comparisons with the VBB BHZ noise level (Fig. S4-9b). The magnitude thresholds are defined 

as the minimum magnitudes of events when the signals are ~10dB above the noise level. The 
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magnitude thresholds required for detections are Mw 2.5 and Mw 3.5 respectively using the night 

and day noise levels, which are comparable to the sizes of marsquakes (Mw 2.6-4.0) observed by 

SEIS (32, 33). We computed the SNR of P waves across different distances and frequencies from 

the difference between the amplitude spectra and BHZ night noise level (Fig. S4-9c).  As the 

magnitude increases, the SNR will similarly increase and also result in a broader bandwidth above 

the noise (>10dB to be detectable). The period range for the detection of P triplications is between 

1-15s, and distance range is between 60-75 degrees.  

The synthetic waveforms of S triplications are more complicated with two triplications more 

closely intersecting with each other (Fig. S4-10a). The travel-times of S triplications are 10-15s 

later than the first S-waves, allowing them to be separable even in lower-frequency records. This 

will increase the chance of detecting the triplication since many high-quality events from InSight 

are low-frequency events (34). The S triplications are also followed by crustal reverberations and 

depth phases, which can be distinguished by their different moveouts. Similar to P waves, we cut 

a 50-s time window centered around the triplication at 70 degrees to calculate the amplitude spectra 

(Fig. S4-10b). The magnitude thresholds required for detections are Mw 3.5 and Mw 4.0 

respectively using BHE/BHN night and day noise levels. The thresholds are larger than P waves 

because the horizontal components are noisier and S-wave attenuation is stronger in the 

EH45TcoldCrust1 model. Nonetheless, the magnitude thresholds are still comparable to the event 

sizes observed by SEIS (Mw 2.6-4.0) (32, 33). Fig. S4-10c illustrates the SNR of S triplications 

for different magnitudes of events. The period range for detection is between 1-25s and the distance 

range is between 60-85 degrees.  
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Fig. S4-8. Amplitude spectra of SEIS-VBB noise in velocity. The amplitude spectra are computed 
from the continuous VBB data in July 2019 (25). The dashed lines denote the day noise level, and 
the solid lines represent the night noise level. The Earth’s noise spectra including New Low Noise 
Model (NLNM) and New High Noise Model (NHNM) are shown in black lines for comparison 
(26). The night noise level is used to calculate the magnitude thresholds for detecting P and S 
triplications.  
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Fig. S4-9. Detectability of P triplication. (a) Synthetic waveforms of P triplications on the vertical 
component using EH45TcoldCrust1 model (29). The red lines are the predicted travel-time curves 
from TauP (31). The synthetics are bandpass filtered between 1 and 100 s. (b) The amplitude 
spectra of P triplications for different event magnitudes. The amplitude spectra are computed from 
a 15 s time window centered around the triplication at 72 degrees. The VBB BHZ noise levels are 
shown by the black curves. (c) SNR of P triplications for different event magnitudes. The 
magnitude threshold is Mw=2.5. The period range is 1-15 s, and the distance range is 60-75 degrees 
to detect the P triplications. 
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Fig. S4-10. Detectability of S triplication. (a) The synthetic waveforms of S triplications on the 
transverse component using the EH45TcoldCrust1 model (29). The synthetics are bandpass 
filtered between 1 and 100 s. (b) The amplitude spectra of S triplications for different event 
magnitudes. The amplitude spectra are computed from a 50 s time window centered around the 
triplication at 70 degrees. The average noise level of VBB BHE and BHN are shown by the black 
curves. (c) The SNR of S triplications for different event magnitudes. The magnitude threshold is 
Mw 3.5. The period range is 1-25 s, and the distance range is 60-85 degrees to detect the S 
triplications. 
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4.5 Synthetic Tests for Polarization Filtering 

We performed synthetic tests for the polarization filtering method described in the Methods 

section of “Polarization Filter”. Here, we used the best-fitting model shown in Fig. 3A as an 

example. We computed AxiSEM synthetics using the seismic source shown in Fig. S1-13 and the 

same method described in the Methods section of “Synthetic Waveform Modeling”. We first 

evaluated the polarization filtering method on the noise-free synthetics as a benchmark. The P 

triplications are largely unchanged by the polarization filtering because they are predominantly 

polarized on the vertical component (Fig. S4-11). The S triplications are partitioned into the radial 

and transverse components with stronger amplitudes on the radial component in this case. 

Polarization filtering introduces a non-linear effect on the waveforms (see eq. 2) which amplifies 

the amplitude differences between the radial and transverse components (Fig. S4-12 and Fig. S4-

13). This suggests that the polarization filter can enhance the S waves on one of the horizontal 

components at the cost of suppressing them on the other component. In our data analysis, we only 

picked S waves on the component with the larger SNR (see Methods section of “Data Processing 

Steps and Phase Identification”). Therefore, this ensures that the polarization filter enhanced the S 

triplications in the data. We note that the polarization filtering technique can potentially introduce 

amplitude distortions to the body waves, but these distortions predominantly exist on the horizontal 

components. However, the travel-time and phase information of the body waves are not affected 

by the polarization filter. Therefore, this limitation would not affect our overall conclusions on the 

‘1000’ discontinuity derived from the waveform modeling.   

Next, we experimented with the noise-added synthetics. We generated realistic noises using 

the nighttime noise spectra of SEIS-VBB (Fig. S4-8) on the vertical and horizontal components. 

Then, we summed the vertical and horizontal noises with the synthetic waveforms on the 
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corresponding components. The clean and noise-added synthetics were bandpass filtered between 

0.3-0.9 Hz. We introduced three levels of noise to the synthetics with SNR values of 2, 4 and 51. 

These SNR values were chosen to mimic the realistic noise levels in the data (Table S1-1). Finally, 

we applied polarization filtering to the noisy synthetics and compared the waveforms before and 

after filtering (Fig. S4-11 to Fig. S4-13). 

On the vertical component (Fig. S4-11), we find that noise is effectively suppressed by the 

polarization filter even when the noise level is high (SNR=2). Crustal phases that arrive 

immediately after the P triplication have smaller amplitudes, thus are more easily obscured by the 

noise. As a result, these crustal phases tend to lose their rectilinear polarizations and can end up 

being suppressed by the polarization filter (Fig. S4-11b). Next, we tested the polarization filter for 

S triplications on the transverse and radial components. Transverse synthetics are decoupled from 

the other two components, so the polarization filter generally works best on this component and 

can suppress even the large-amplitude noise (Fig. S4-12). Similar to the vertical component, the 

radial component also displays S-to-P converted crustal phases (Fig. S4-13a). These crustal phases, 

together with the noise, are suppressed by the polarization filter (Fig. S4-13b). Based on this 

synthetic test, we conclude that our polarization filtering method can suppress random background 

noise and also low-amplitude crustal phases in the data, thereby enhancing the SNR of both P and 

S triplications.  
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Fig. S4-11. Synthetic tests for the polarization filtering of P triplications on the vertical component. 
(a) P triplications before polarization filtering. The left panels contain the synthetics without any 
noise. Random noises are added to the clean synthetics with SNR values of 51, 4 and 2 from the 
second to fourth panels. All synthetics are bandpass filtered between 0.3 Hz and 0.9 Hz. The 
background color denotes synthetics across the entire distance range. Black curves highlight the 
synthetic waveforms at certain epicentral distances.  (b) P triplications after polarization filtering.   
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Fig. S4-12. Synthetic tests for the polarization filtering of S triplications on the transverse 
component. S triplications (a) before and (b) after polarization filtering. Legends are the same as 
Fig. S4-11.  
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Fig. S4-13. Synthetic tests for the polarization filtering of S triplications on the radial component. 
S triplications (a) before and (b) after polarization filtering. Legends are the same as Fig. S4-11.  
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4.6 Evaluating the Interference of Crustal and Depth Phases 

As described in the Methods section of “Synthetic Waveform Modeling”, we suppressed 

crustal conversions/reflections and depth phases in the synthetics by artificially increasing the 

crustal attenuation. We also muted the mantle attenuation so that the frequency content of the S 

wave can match the data. Here, we evaluate the potential interference of crustal and depth phases 

by using a more realistic attenuation model from InSight_KKS21_GP model (1–3). The 

InSight_KKS21_GP model has weaker crustal attenuation and stronger mantle attenuation 

compared to the attenuation structure used in our waveform modeling (Fig. S4-14). Currently, no 

attenuation model is directly constrained by the InSight seismic data, including the 

InSight_KKS21_GP model. Most attenuation models of Mars are scaled from PREM (35) which 

does not necessarily represent the real structure of Mars.  

After using the arguably more realistic attenuation structure from InSight_KKS21_GP model, 

the crustal phases and depth phases start to emerge in the synthetics, but their amplitudes are still 

smaller than the P and S triplications. On the vertical component (Fig. S4-15), we see the P-to-S 

conversion at 8 km depth (P8s) and the depth phase (pP) arriving 5 s and 12 s after the first P-

arrival, respectively. Both P8s and pP phases show triplications due to their interactions with the 

‘1000’ discontinuity. The P8s phase can potentially interfere with the P triplication, but the pP 

phase arrives later than all the P triplications. However, these phases have smaller amplitudes and 

can easily lose their rectilinear polarizations due to the noise contaminations. Our synthetic tests 

show that we can effectively suppress the P8s and pP phases using the polarization filter especially 

for the low SNR cases (Fig. S4-15).  

On the horizontal components (Fig. S4-16 and Fig. S4-17), we see the crustal S-reflection at 

8 km depth (SSv8s) and the depth phase (sS) arriving 10 s and 22 s after the first S-arrival, 



56 
 

respectively. It is difficult to suppress the SSv8s phase when SNR is high (e.g, second column in 

Fig. S4-16). This is consistent with our observations of the crustal S-reflections in the two large 

events S1094b (Fig. S1-1) and S1102a (Fig. S1-3), but they do not interfere with the S triplications 

in these two events. When SNR is low (e.g, third and fourth columns in Fig. S4-16), we can 

effectively suppress the SSv8s and sS phases using the polarization filter because their rectilinear 

polarizations are obscured by the noise. From this synthetic test, we demonstrate that our 

polarization filter method can suppress the interference of crustal conversions/reflections and 

depth phases in the data, thus ensuring the robustness of the observations of mantle triplications.  
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Fig. S4-14. Comparisons of the attenuation structure from InSight_KKS21_GP model (blue) and 

that used in this study (red). Note that our attenuation structure more easily fits the polarization- 

filtered triplicated waveforms, but this is not meant to represent the real attenuation structure of 

Mars.  
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Fig. S4-15. Synthetic tests for the polarization filtering of P triplications on the vertical component. 
Same as Fig. S4-11 but with the attenuation structure from InSight_KKS21_GP model. The black 
arrows highlight the arrival times of P-to-S conversions (P8s) and depth phase (pP) assuming a 30 
km source depth.  

  



59 
 

 

Fig. S4-16. Synthetic tests for the polarization filtering of S triplications on the transverse 
component. Same as Fig. S4-12 but with the attenuation structure from InSight_KKS21_GP model. 
The black arrows highlight the arrival times of crustal reflections (SSv8s) and depth phase (sS) 
assuming a 30 km source depth.  
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Fig. S4-17. Synthetic tests for the polarization filtering of S triplications on the radial component. 
Same as Fig. S4-13 but with the attenuation structure from InSight_KKS21_GP model. The black 
arrows highlight the arrival times of crustal reflections (SSv8s) and depth phase (sS) assuming a 
30 km source depth.  
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SI5. Mineralogy of the Mantle Transition Zone 

5.1 Effects of Bulk Composition on the Post-olivine Transition  

Simplified composition models were created by mixing chondritic compositions (36) to 

systematically test the effects of composition, specifically the Mg#, Mg/Si ratio and the enrichment 

of refractory elements, on the ‘1000’ depth. The Mg# was varied between 72 and 82 (Table S5-1), 

by lowering the FeO content, to cover a wide range of values that include the Mg# proposed in 

various Martian compositions (4–8, 10). The resulting ‘1000’ depth becomes shallower with 

decreasing Mg# (higher FeO) as it is shown in Fig. S5-1a. This is a simple consequence of the 

pressure of the post-olivine transition decreasing with increasing Fe2SiO4 content [e.g., (14)]. 

In a second set of calculations, we fixed Mg# at 76 and varied the Mg/Si ratio by changing 

the proportion of H chondrite relative to CI (Table S5-2). Decreasing the Mg/Si ratio and thus 

increasing the proportion of H chondrite, also moves the ‘1000’ to shallower depths, although to a 

lesser extent than decreasing the Mg# (Fig. 5-1b). In this case, the change in the ‘1000’ depth is 

driven by changes in the proportions of garnet and pyroxene, which have, respectively, higher and 

lower Fe/Mg ratios relative to olivine. Finally, we considered the possibility that refractory 

elements (RE: Ca, Al) are enriched in the Martian mantle relative to major lithophile elements (Si, 

Mg) and chondrites as suggested by (8). The chondrite-normalized concentration of RE was varied 

from 1.0 (4) to 1.20 (Table S5-3). An enrichment of RE has no detectable effect on the ‘1000’ 

depth (Fig. S5-1c). 

The effects of composition trade-off with the mantle temperature (Fig. S5-2). A bulk 

composition with a low Mg# (e.g., 74) would allow for high mantle temperatures (~1750 K) to be 

compatible with a ‘1000’ depth of 1006 km (12.78 GPa), while a high Mg# (Mg# > 80) would 

require a mantle temperature lower than 1700 K to keep the ‘1000’ at the same depth.  
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Fig. S5-1. Effects of bulk composition on the ‘1000’ depth: (a) the Mg#, (b) Mg/Si ratio varied 
from 1.03 for CI1 to 0.96 for CI0, corresponding to a H chondritic composition, (c) refractory 
elements varied between RE=1, corresponding to the chondritic abundance used by DW85, and 
RE=1.20, which is slightly higher than the value of 1.16 used in the YM20 composition. In panel 
(a) the Mg/Si ratio was kept at CI1 and the refractory elements at RE=1. In panel (b) the Mg# is 
set to 76 and the refractory elements at RE=1. When varying the refractory elements in panel (c), 
the Mg# was set to 76 and the Mg/Si ratio was kept at CI1. 
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Fig. S5-2. Trade-off between the mantle potential temperature and mantle composition (Mg#) to 
keep the ‘1000’ at a depth of 1006 km (12.78 GPa). The contour lines indicate the compressional 
wave velocity in km/s. The yellow dotted lines indicate mantle adiabats, assuming various 
potential temperatures and adiabatic gradients (see Fig. S2-1 for additional details). The blue and 
red filled circles indicate the minimum and maximum temperature, respectively, that were 
obtained in thermal evolution models (3, 37) at 12.78 GPa. 
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Table S5-1. Compositions (in wt%) with variable Mg#: The compositions are based on (4, 7) but 
the Mg# was varied between 72 and 82. 

 Mg# 72 Mg# 74 Mg# 76 Mg# 78 Mg# 80 Mg# 82 

SiO2 43.341                              44.228 45.102  45.963  46.813    47.650 

Al2O3 3.0051                              3.0665 3.1271    3.1869 3.2458  3.3039 

FeO 20.764                              19.143    17.546 15.971  14.417 12.886 

MgO 29.953                                30.566 31.170 31.765 32.352  32.931 

CaO 2.4135                                2.4628  2.5115  2.5595 2.6068 2.6534 

Na2O 0.5231                           0.5338    0.5443   0.5547  0.5650    0.5751 
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Table S5-2. Compositions with variable Mg/Si ratio: The compositions are based on (7) with a 
Mg# = 76, but the Mg/Si ratio was varied between that of CI chondrites (CI = 1) and H chondrites 
(CI = 0). 

 CI = 1 CI = 0.8 CI = 0.6 CI = 0.4 CI = 0.2 CI = 0 

SiO2 45.102        45.661        46.125        46.517        46.852        47.141 

Al2O3 3.1271        3.033         2.9549        2.889         2.8326        2.7839 

FeO 17.546        17.407        17.292        17.194        17.111        17.04 

MgO 31.17         30.923        30.718        30.546        30.398        30.27 

CaO 2.5115        2.4481        2.3956        2.3512        2.3133        2.2805 

Na2O 0.54435       0.52797       0.51436       0.50289       0.49308       0.4846 
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Table S5-3. Compositions with variable refractory element concentrations: The Mg# was kept 
constant at 76, but the refractory elements (RE) were varied between 1 and 1.20. RE = 1 
corresponds to the chondritic abundance assumed by (4, 6–8). RE = 1.16 is similar to the level of 
RE enrichment assumed by (8). Na2O increases with refractory elements to conserve the 
Na2O/Al2O3 ratio of shergottites and for consistency with the degree of alkali-depletion inferred 
from GRS K/Th ratios.  

 RE = 1 RE = 1.04 RE = 1.08 RE = 1.12 RE = 1.16 RE = 1.20 

SiO2 45.102        44.99         44.88        44.769        44.66         44.551 

Al2O3 3.1271        3.2442        3.3607       3.4766        3.5919        3.7067 

FeO 17.546        17.502        17.459       17.417        17.374        17.331 

MgO 31.17         31.093        31.016       30.94         30.864        30.789 

CaO 2.5115        2.6055        2.699        2.7921        2.8848        2.977 

Na2O 0.54435       0.56473       0.585        0.60518       0.62526       0.64524 
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5.2 Effects of Water on the Post-olivine Transition  

Similar to the case of Fe and Mg, the incorporation of H2O as hydroxyl (OH-) into mantle 

minerals affects their properties. Water solubility in olivine is limited to 1 wt % at the pressures of 

wadsleyite formation, and decreases with increasing temperature (17, 38, 39) (Fig. S5-3). In 

contrast, wadsleyite can accommodate up to 3.1 wt.% H2O (40). The presence of water lowers the 

post-olivine transition pressure in both Fe-free and Fe-bearing systems by stabilizing the high-

pressure phase (15–17, 41). The presence of water below the saturation limit also broadens the 

transition, by lowering the pressure where wadsleyite first appears without significantly changing 

the pressure where olivine disappears (16–18). In addition to water, ferric iron could also 

contribute to broadening of the post-olivine transition [e.g., (42)]. However, the bulk of Mars’ deep 

mantle is likely to be reduced (43) to an oxygen fugacity similar to the conditions studied 

experimentally by (14). While oxidized regions have been suggested in the uppermost Martian 

mantle (44), Fe3+ would be preferentially accommodated into coexisting garnet rather than in 

olivine or wadsleyite, which can then be assumed to contain iron predominantly as Fe2+ at MTZ 

conditions. In the following, we therefore concentrate on the possible effect of water. 

To quantitatively investigate the effect of water on the post-olivine transition, we have 

parameterized thermodynamic models of the two phases, following the recommendations of (17). 

We assume that mixing in olivine can be described by the following formula: 

[Mg,Fe][Mg,Fe,v]Si(O,OH)2O2, where the mixing entropy is given by the sites in square brackets 

only (the occupancies of the sites in rounded brackets are dictated by local ordering). For 

wadsleyite, we assume that mixing is described by the following formula: 

[Mg,Fe]1.5[Mg,Fe,v]0.5Si(O,OH)O3. “v” in these expressions represents site vacancies. 
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Interactions between independent endmembers are described using a regular solution model. 

Each model has four endmembers: [Mg][Mg]SiO4, [Fe][Fe]SiO4, [Mg][Fe]SiO4 and 

[Mg][v]SiO4H2 for olivine, and [Mg]1.5[Mg]0.5SiO4, [Fe]1.5[Fe]0.5SiO4, [Mg]1.5[Fe]0.5SiO4 and 

[Mg]1.5[v]0.5SiO4H for wadsleyite. Interactions between vacancies and Mg or Fe are assumed to 

be ideal, while interactions between Mg and Fe are assumed to be equal to 7.81322/2 and 

16.74718/2 kJ/mol per site respectively (22). For example, the interaction energy between 

[Fe]1.5[Fe]0.5SiO4 and [Mg]1.5[v]0.5SiO4H wadsleyite is 16.74718 * 0.75 kJ/mol. 

The Gibbs energy of Mg-wadsleyite and Fe-wadsleyite endmembers are defined relative to 

their olivine counterparts so as to agree with the Stixrude and Lithgow-Bertelloni datasets (22) at 

14 GPa and 1673 K: 

G(mwd) = G(fo) + 19965 + 5.27354*T - 2.06062e-6*P          (13) 

G(fwd) = G(fa) - 3837 + 10.89652*T - 2.47956e-06*P          (14) 

where G is in J/mol, T is in K and P is in Pa. 

The Gibbs energy of the ordered compounds is determined assuming a negligible energy of 

ordering: 

G([Mg][Fe]SiO4, ol) = 0.5 * G(fo) + 0.5 * G(fa)           (15) 

G([Mg]1.5[Fe]0.5SiO4, wad) = 0.75 * G(mwd) + 0.25 * G(fwd)         (16) 

The Gibbs energy of the Mg1.5SiO4H wadsleyite endmember is defined relative to forsterite 

and the MgSiO4H2 olivine endmember in order to approximately fit the compositions of olivine 

and wadsleyite at water saturation in the MgO-SiO2-H2O (MSH) system: 

G(Mg1.5SiO4H,wad) = (G(MgSiO4H2,ol) + G(fo))/2 - 16989 + 3.60622e-07*P       (17) 
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The temperature dependence of the Mg1.5SiO4H-forming reaction is unknown and assumed to 

be equal to zero. A comparison between the model and experimental data in the MSH system is 

shown in Fig. S5-3. 

This model is used to predict the effect of H2O on the post-olivine transition across the FeO-

MgO-SiO2-H2O (FMSH) system. More iron rich bulk compositions exhibit greater midpoint 

depression and transition broadening (Fig. S5-4a,b). Here, we define the midpoint of the transition 

as the point at which there are equal numbers of moles of olivine and wadsleyite (on a 4-oxygen 

basis). For water contents lower than around 1000 ppm, the depression of the transition midpoint 

between Mg# of 70 and 100 (covering the full range of wadsleyite stability) at 1773 K is only 

around 0.1 GPa (Fig. S5-4a). The addition of H2O leads to increasing asymmetry of the transition 

(Fig. S5-4c), such that the reaction progress is slow near to the wadsleyite-in boundary. This would 

render the onset of the transition difficult to be seismically observed, making it appear narrower. 

The actual broadening of the transition is limited by water saturation in olivine. Once olivine 

is saturated, a fluid phase becomes stable, causing the transition to become narrower, as observed 

experimentally by (41). The amount of hydrogen in water-saturated olivine at high pressure was 

investigated by (39) (inset of Fig. S5-4d). The depression of the midpoint of the post-olivine 

transition at water saturation decreases from around 0.4 GPa at 1473-1673 K to 0.2 GPa at 1773 

K and < 0.1 GPa at >1873K (Fig. S5-4d). We note here that our estimate of 0.4 GPa at 1473 K is 

about half that of (17). This is largely because they estimated the content of H2O in olivine at water 

saturation only from two experimental data points from (38), while our model is constructed to 

also account for experimental data from (39) and model considerations (45). The discrepancy is 

reduced at higher temperatures, and at the most likely temperatures for the mantle, our model 

agrees well with the experimental data from (38, 39), and the model of (17).  
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The compositions of Martian meteorites suggest that their mantle sources contained 70-300 

ppm H2O (46, 47). Even if we assume that pyroxene and garnet contain negligible water, this 

probably limits water in olivine to around 500 ppm. Comparing these estimates with Fig. S5-4 (a 

and b) suggests that the midpoint depression of the post-olivine transition is probably less than 0.1 

GPa. We note that even without the meteoritic constraints, the water-induced depression of the 

transition midpoint is unlikely to exceed ~0.4 GPa (corresponding to around 30 km in Mars mantle) 

because of the limited solubility of water in olivine. Once olivine is saturated in water, additional 

water will form a free fluid phase, which will buffer the pressure of the post-olivine reaction. Water 

is therefore unlikely to have a significant influence on the depth of the post-olivine transition.  
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Fig. S5-3. Comparison between our preferred model for water solubility in olivine and wadsleyite 
as a function of pressure, with experimental data from the literature in the system MgO-SiO2-H2O. 
See text in SI 5.2 for details of the model. 
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Fig. S5-4. The effect of H2O on the post-olivine transition. Top left (a): The post-olivine transition 
at 1773.15 K for a range of H2O contents. Each line corresponds to a different bulk composition. 
Dotted lines delimit the transition, and solid lines mark where the moles of olivine and wadsleyite 
are equal. Top right (b): The amount of water in each bulk composition, expressed in ppm wt. 
Bottom left (c): The proportion of wadsleyite over the transition for different water contents at 
Mg# = 76 and 1773 K. Note that although the starting pressure of the transition is depressed 
significantly at > 1000 ppm weight H2O, the center point of the transformation (in terms of the 
proportion of wadsleyite) is less significantly affected. Bottom right (d): Range of transition 
midpoints (as defined by equal amounts of olivine and wadsleyite) between dry and water-
saturated conditions in olivine. The bottom of each filled region corresponds to water-saturated 
conditions. Inset shows the hydrogen concentration at water saturation according to (96). The 
transition on the far-left hand side of the plot (at high Fe contents) is metastable with respect to 
ringwoodite+olivine. 
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